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Preface

Relativistic atomic structure theory has been widely used for many years
for predicting atomic energy levels, transition rates, collision cross sections
and many other properties. The results have been important for fundamental
physics experiments as well as providing data for space science, controlled
fusion, and industrial applications. The development of a relativistic theory
of the electronic structure and properties of molecules and condensed matter
is more recent because it is technically more complex and needs more elabo-
rate mathematical machinery than nonrelativistic theory. The first attempts
in the early 1980s at relativistic molecular electronic structure calculations
based on Dirac’s Hamiltonian were unsuccessful and were mostly abandoned
in favour of semi-relativistic approximations for the bulk of applications to
quantum chemistry. Now that the dust has settled, there is a need for a book
on rigorous foundations that sets out workable and economical methods of
fully relativistic calculations for atoms, molecules and clusters that can be
used by both physicists and chemists.

Part I of the book, which is nonspecialist, aims to equip the reader to rec-
ognize the qualitative signature of relativistic effects in the electronic structure
of atoms and molecules. Part II deals with the theoretical foundations of the
field. The form of relativistic wave equations is determined by the geometry of
Minkowski space-time and the structure of the Lorentz and Poincaré groups.
Quantum electrodynamics describes the physics of the interaction of electrona
and electromagnetic fields; the equations are too complicated to solve exactly,
but we can write down systematic approximation schemes that have proved
very effective for modelling electronic structure.

This provides the foundation for practical applications to atomic and
molecular physics in Part III of the book. The electrostatic potential near
each atomic nucleus is almost spherical, so that the nonrelativistic electron
wavefunction has a characteristic central field character in that region, permit-
ting factorization into radial and angular parts. Relativistic effects on electron
dynamics are most marked in the strong electric field near the nucleus; the
consequential coupling of the four components of Dirac central field spinors in
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that region therefore characterizes relativistic atomic wavefunctions. The long-
range electron-electron interaction propagates relativistic effects right across
the atom or molecule, so that it is essential to treat the whole many-electron
system relativistically in order to get reliable results.

The coupled radial components of Dirac atomic spinors can be approxi-
mated numerically with finite differences, finite elements, or by expansion in
analytic functions. Only the last approach is viable for polyatomic systems.
Just as nonrelativistic molecular wavefunctions are often approximated as lin-
ear combinations of Gaussian functions (GTF), so relativistic molecular wave-
functions can be constructed from G-spinors – four-component generalizations
of GTF having relativistic central field character. These incorporate all the
internal relations between the components to satisfy the boundary conditions
at the nuclei. Nonrelativistic GTF and G-spinors both represent the electron
distribution between atoms and the resultant molecular bonding in much the
same way. The failures of the 1980s were due to the incorrect assumption that
the four components of a Dirac spinor can be considered independent and
that variational calculations made with this assumption would reproduce the
internal structure of orbital spinors with sufficient accuracy. Successful four
component calculations need a spinor basis set.

The body of the book presents the technology needed for practical calcula-
tions; the appendices contain supplementary material. Chapters 6 to 8 set out
the mathematical machinery of relativistic electronic structure calculations
on atoms and ions, illustrated with output from a version of the GRASP
computer package. Chapter 9, centred on the DARC relativistic R-matrix
package, discusses mainly electron-atom/ion scattering, photo-excitation, and
photo-ionization. The construction and application of the relativistic molecu-
lar structure code BERTHA are described in Chapters 10 and 11. Appendix
A lists frequently used mathematical formulae, whilst Appendix B presents
mathematical background material on linear operators in Hilbert space, Lie
groups and Lie algebras, angular momentum theory (including diagram tech-
niques), and various aspects of numerical approximation including the theory
of variational methods for Dirac operators and iterative solution of (MC)DHF
equations.

The book is primarily intended as a resource for research physicists and
chemists, experimental or theoretical, who recognize that using the available
relativistic electronic structure packages as “black boxes” is not always wise.
These readers need to understand the physical and theoretical background in
order to appreciate what can be done with existing codes and. what is just
as important, what cannot be done. I have tried to include enough detail so
that this book can be used by graduate students starting work in the field as
well as by experts. Some material, especially Chapter 1, should be accessible
to undergraduates. More difficult sections marked with an asterisk (∗), can
be skipped on a first reading.

When the late Charles Coulson first suggested that I write a book on rel-
ativistic atomic structure theory more than 30 years ago, I had no inkling
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how much the subject would develop nor how long the writing would take.
I regret I have not been able to find more space for some important topics
such as relativistic many-body theory and the calculation of radiative cor-
rections. The relativistic atomic structure package GRASP owes its present
form to many collaborators: in particular Nicholas Pyper, Steven Rose, Neil
Beatham, Bruce McKenzie, Jiro Hata, Ken Dyall, Patrick Norrington, and
Farid Parpia. Charlotte Froese Fischer who, with Farid Parpia and others,
has developed GRASP92 for modern multi-processor computers in order to
study complex electronic structures in heavy atoms, continues to introduce
further innovations, and her influence can be seen on both Chapters 7 and 8.
I am also grateful to Stephan Fritzsche, whose RATIP procedures take rela-
tivistic atomic calculations in a new direction, and to illuminating correspon-
dence with Steven Manson on photoionization theory and RRPA methods.
The DARC code for relativistic R-matrix calculations, Chapter 9, much of
which is based on GRASP, was mainly developed by Patrick Norrington and
Wasantha Wijesundera. The BERTHA relativistic molecular structure code,
Chapters 10 and 11, involved a close collaboration with Harry Quiney and
Haakon Skaane. Harry Quiney’s Oxford D. Phil. thesis laid the foundations
of the relativistic basis set method in 1987 which were implemented in the
DHF atomic code that preceded BERTHA. This book reflects the innumer-
able discussions on all aspects of relativistic atomic and molecular theory that
we have had over the past 20 years. I am most grateful for his careful reading
of much of the draft, which has resulted in many improvements. All errors
and omissions are, of course, my responsibility alone.

Oxford, Ian Grant
August 2006
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Part I

Relativity in atomic and molecular physics



1

Relativity in atomic and molecular physics

1.1 Elementary ideas

The standard quantum mechanical theory of atomic and molecular struc-
ture [1, 2, 3] assumes the constituent particles move nonrelativistically. It
models atoms and molecules with a many-particle Schrödinger equation whose
solutions enable us to predict physical quantities. The nuclei are represented
as point masses; the a-th nucleus carries a positive electric charge Zae, say,
whilst each electron, some 2000 times lighter than the individual nucleons
making up the nucleus, carries a charge −e. The moving particles interact
according to Coulomb’s law: nucleus a attracts an electron at distance r with
a force −Zae

2/4πε0r2, electrons repel each other with a force +e2/4πε0r2,
whilst nuclei a and b repel each other with a force +ZaZbe

2/4πε0r2. The
electron has an intrinsic angular momentum, its spin s, associated with an
intrinsic magnetic moment. The spin state is characterized by the eigenvalues
of the quantum mechanical operator s2 and (conventionally) its z-component
sz where s = 1

2�σ and σ = (σx, σy, σz) denotes a vector whose Cartesian
components are the Pauli spin matrices. Thus sz can take values 1

2�σ, where
σ = ±1. Each electron is described in configuration space by three position
coordinates r and its spin label, σ, on the axis of quantization. Nonrelativistic
theory does not couple the spatial degrees of freedom and the spin.

Let qi denote the coordinates (ri, σi) of the i-th electron. The quan-
tum mechanical wavefunction for a system of N indistinguishable electrons,
Ψ(q1, q2, . . . , qN , t), is such that |Ψ(q1, q2, . . . , qN , t)|2 can be interpreted as a
probability density for finding the system in the configuration q1, q2, . . . , qN at
time t. Because the electrons are indistinguishable, the result of interchanging
the coordinates qi and qj (i �= j) must give the same probability distribution,
so that this operation can at most multiply Ψ by a phase factor. For fermions,
particles such as the electron with intrinsic spin 1

2�, the N -electron wavefunc-
tion is totally antisymmetric with respect to such permutations. This has the
effect that Ψ(q1, q2, . . . , qN , t) = 0 whenever qi = qj : no two electrons can
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be at the same point in configuration space at the same time. This is one
mathematical expression of Pauli’s exclusion principle.

The Schrödinger equation cannot be solved in closed form for anything
more complicated than a one-electron system acted on by relatively simple
external forces. Most interactions with external electromagnetic fields, light
sources, charged and uncharged projectiles, or other atoms or molecules can
only be treated by making approximations. Modern computational techniques
for the calculation of atomic structures are described in, for example, such
books as Fischer et al. [4], and in older books on atomic and molecular struc-
ture such as those by Pauling and Wilson [5], Murrell, Kettle and Tedder [6],
and McWeeny [7]. These books generally present relativistic effects as a mi-
nor correction to models of atomic and molecular structures and processes.
However, relativistic quantum electrodynamics (QED) provides a more fun-
damental starting point from which these nonrelativistic models, depending
on electromagnetic forces, the spin of the electron, and the doctrine of the
Pauli exclusion principle, emerge naturally.

Today, few people would question the evidence in favour of a relativistic
model of the physical world as a more exact description than the Newto-
nian model that preceded it. Although Bohr’s 1913 analysis of the hydrogen
atom [8] successfully predicted the gross structure of its line spectrum, it was
not long before Paschen’s observations [9] of the fine structure of the hydro-
genic spectrum of He+ appeared in 1916. They were published in Annalen der
Physik just before Sommerfeld’s relativistic extension of Bohr’s model [10] in
which he predicted the fine structure independently. Schrödinger took the
wave equation(

∂2/c2∂t
2 − ∂2/∂x2 − ∂2/∂y2 − ∂2/∂z2 −m2c2/�2

)
ψ = 0, (1.1.1)

as a relativistic starting point in his first paper on wave mechanics in
1926 [11]1. He then introduced electromagnetic interactions and attempted to
calculate the hydrogen spectrum; he obtained the expected Balmer formula,
but not the observed fine structure interval. This posed several problems: in
particular, although one can write a continuity equation

∂ρ

∂t
+ div j = 0 (1.1.2)

in which the probability current

j = − i�

2m
{ψ∗(∇ψ)− (∇ψ∗)ψ} ,

has the familiar nonrelativistic form, the associated expression for the proba-
bility density,

ρ =
i�

2mc2

(
ψ∗ ∂ψ

∂t
− ∂ψ∗

∂t
ψ

)
,

1 Pais [12, pp. 286 et seq.] has an illuminating historical discussion.



1.1 Elementary ideas 5

is not positive definite. Evidence that this serious defect was due to the pres-
ence of a second order time derivative in (1.1.1) provided motivation for
Dirac’s search for a first order wave equation with an unambiguously posi-
tive probability density [13, 14]. Dirac’s free particle equation, in the notation
we shall use in this book, reads

{γµpµ −mc/�}ψ = 0, (1.1.3)

where the spinor wavefunction ψ has four coupled components, and Einstein’s
summation convention over the space-time component indices µ = 0, 1, 2, 3
applies. For a particle with charge +e moving in an electromagnetic field with
four-potential Aµ, this becomes

{γµ(pµ − eAµ)−mc/�}ψ = 0. (1.1.4)

As usual, pµ = i�∂/∂xµ are the components of four-momentum and the γµ

are 4 × 4 matrices. The charge density j0 = cρ and current density j are
now components of a four-vector jµ = ecψ†γ0γµψ, so that the probability
density ρ = ψ†ψ is clearly positive definite. The current density three-vector
is j = ecψ†αψ. where α has matrix valued components: α = (α1, α2, α3)
with αi = γ0γi for i = 1, 2, 3. In relativistic notation, the continuity equation
(1.1.2) becomes

∂µj
µ = 0. (1.1.5)

Dirac’s theory gives a very satisfactory account of the spectrum of atomic
hydrogen, including the fine structure [15, 16]. The existence of electron spin
emerges in a natural way, along with “spin-orbit coupling”: in the absence
of a preferred spatial direction, the total angular momentum of the electron,
j = l + s, is a constant of the motion, although neither l = r× p, the orbital
angular momentum, nor s are constants as they would be in nonrelativistic
theory.

The Dirac energy spectrum for a free electron has not only the expected
continuum E > mc2, but also another continuum of “negative energy” states
with E < −mc2. It took some time before Dirac was able to interpret the neg-
ative continuum in terms of the states of a new anti-particle, the positron, hav-
ing a charge +e and the same mass as the electron [17]. Cosmic ray positrons,
which were observed by Anderson a year later [18], provided crucial support
for this theoretical prediction. The hydrogenic atom has a point spectrum of
bound states in the interval −mc2 < E < mc2, having an accumulation point
at the series limit E = mc2 as well as the two continua of scattering states.
Although this is now well established, echoes of the confusion associated with
the appearance of negative energy states can still be found in the literature.

In 1929, Breit [19] attempted to extend Dirac theory to the helium atom.
This most memorably added a relativistic correction

B(r1, r2) = − e2

8πε0

{
α1.α2 +

α1 ·R α2 ·R
R2

}
, R = r1 − r2. (1.1.6)



6 1 Relativity in atomic and molecular physics

to the Coulomb interaction between electrons, now universally known as the
Breit interaction. Various objections have been lodged against Breit’s equa-
tion for helium, in particular that it is not Lorentz invariant and it is only
an approximation to the full relativistic interaction between electrons [20, p.
170]. An expansion of Breit’s equation in terms of the fine structure constant
α adds a family of perturbation operators to the two- (or many-) electron
Schrödinger Hamiltonian [20, p.181]. These perturbations, associated with
the names of Breit and Pauli, are still what most people think of when they
speak of “relativistic corrections” in atomic and molecular physics.

Relativistic self-consistent field equations for closed shell atoms – now
termed Dirac-Hartree-Fock (DHF) equations – were first formulated by Swirles
[21] in 1935.2 Techniques of Racah’s quantum theory of angular momen-
tum [22], summarized in Appendix B.3, were not then available and Swirles’s
equations therefore appear somewhat complicated. Modern relativistic atomic
and molecular structure theory has a more compact and transparent appear-
ance [23] that relies on exploiting the underlying symmetries of Dirac central
field spinors using Racah’s methods (Appendix A.4). Although calculations for
a small number of atoms were performed in the intervening decades, exploita-
tion of DHF theory had to await the arrival of sufficiently powerful computers
in the 1960s. Tables of nonrelativistic Hartree-Fock (HF) solutions for LS-
coupled atomic ground states covering more or less the whole Periodic Table
of the elements were first published in 1972 and 1973 [24, 25] at more or less
the same time as similarly comprehensive tables of LS average of configuration
DHF solutions [26, 27]. We shall see in §1.3.5 how these compilations have con-
tributed to our understanding of relativistic effects in many-electron atoms.
The steady growth in computer power since that epoch has been accompanied
by related elaboration of the theoretical and computational machinery for rel-
ativistic modelling of many-electron atoms, which we describe in Part III of
this book. Today, multi-configurational self-consistent field models (MCDHF),
many-body perturbation theory (MBPT) and configuration interaction (CI)
models can yield highly accurate predictions of atomic properties. The ap-
proximate energy levels and wavefunctions generated by these methods are
the starting point for further investigations of radiative and collisional pro-
cesses of interest for a range of applications in cosmology, astronomy, solar
physics, controlled fusion, laser physics and other areas [28].

It has taken longer for relativistic effects to find a role in quantum chem-
istry. This is easy to understand: relativistic effects are small in the first two
rows of the periodic table, and nonrelativistic models are a good first approx-
imation for most descriptions of chemical processes involving first and second
2 It has been common to use the notation DF and MCDF for the relativistic self-

consistent fields, omitting the H for Hartree. This book uses DHF and MCDHF
in recognition of Hartree’s continuing influence. Swirles’s original paper [21] was
written at Hartree’s suggestion and the input of his former students David F.
Mayers and Charlotte Froese Fischer to today’s software for relativistic atomic
structure has been crucial to its success.
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row atoms. Relativistic effects thus may appear unimportant for example in
much of theoretical organic chemistry. Many accepted Dirac’s 1929 dictum [29]
that relativity “. . . give(s) rise to difficulties only when high-speed particles are
involved and are therefore of no importance in the consideration of atomic and
molecular structure and ordinary chemical reactions . . . ”. We now recognize
that this is a gross oversimplification. Reliable relativistic quantum mechan-
ical models are essential for molecules containing heavier elements such as
transition metals, lanthanides, or actinides [30]. Even in molecules containing
only light elements, recent work has revealed that relativistic effects should
not be forgotten [31].

Atomic calculations show that relativity most directly affects the dynam-
ics of core electrons suggesting that it may be possible to model the combined
effect of screening and relativity on outer electrons by an effective potential
using nonrelativistic dynamics. This line of thought motivates ab initio the
use of relativistic effective core potentials (RECP) in conjunction with vari-
ous approximations to the Breit-Pauli Hamiltonian [32]. Spin-dependence is
often averaged when constructing RECPs, so that some parts of the Breit-
Pauli Hamiltonian have to be reintroduced later as a perturbation to account
for fine structure effects. Other approaches use methods that approximate
the relativistic wavefunctions in 2-component form, either by eliminating the
“small” component of Dirac spinors from the energy expression or by using
the generalized Douglas-Kroll transformation approach) [33, 34, 35, 36].

The main problem of principle affecting all these schemes is that it is
very hard to estimate the errors associated with intuitive approximations and
ad hoc parametrizations. Although nonrelativistic calculations are relatively
cheap, relativistic perturbation operators are often difficult to handle, invit-
ing approximating shortcuts. Benchmarking these approximations is a major
chore. This book aims to formulate a practical approach to relativistic atomic
and molecular structure in which the accuracy can be improved systematically
to whatever level is desired.

1.2 The one-electron atom

1.2.1 Classical Kepler orbits

Hydrogenic atoms are the starting point for both relativistic and nonrelativis-
tic theories of atomic and molecular structure. A single electron, mass m,
electric charge −e, interacts with a stationary point charge +Ze at the ori-
gin of a Cartesian reference frame. In nonrelativistic classical mechanics, the
mathematics is the same as for Newtonian gravitation. [37, §3-7] The energy
E and the orbital angular momentum vector l are constants of the motion
that together serve to characterize the orbits. The general equation for the
orbit in plane polar coordinates (r, θ) is
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1
r

=
mk

|l|2 {1 + ε cos(θ + α)} , (1.2.1)

where k = Ze2/4πε0 and ε0 is the electric constant [38, Table XXIII]. This
represents a conic section in a plane perpendicular to l, with one focus at the
origin and eccentricity

ε =

√
1 +

2E|l|2
mk2 ,

where E is the particle energy. The arbitrary constant α serves to define the
direction in the orbital plane for which the polar angle θ is taken to be zero.
The nature of the orbit depends on the energy:

• −mk2/2|l|2 ≤ E < 0: In this case, 0 ≤ ε < 1 so that the right-hand side
of (1.2.1) can never vanish, r lies between finite limits, and the orbit is an
ellipse. The closest approach is at r = |l|2/[mk(1 + ε)] and the maximum
distance is r = |l|2/[mk(1− ε)].
When ε = 0, the orbit is a circle with radius r = l2/mk and energy
E = −mk2/2|l|2.

• E = 0: the orbit is a parabola and ε = 1.
• E > 0: Then ε > 1, and the orbit is a hyperbola; the two values of θ at

which r →∞ determine the angle between its asymptotes.

As the radius is a minimum at rmin = |l|2/[mk(1 + ε)], for all values of ε,
the the velocity is perpendicular to the radius there, and the maximum speed
is vmax = |l|/mrmin. The electron is said to be bound to the centre of force
when E < 0 and unbound when E ≥ 0.

1.2.2 The Bohr atom

Bohr’s first attempts to understand the spectrum of atomic hydrogen from
1913 onwards [8] naturally assumed that the electron described a closed clas-
sical orbit. The energy E of the particle, the orbital average of the kinetic
energy < T > and the potential energy < V > satisfy the virial relation

E =
1
2
< V >= − < T > . (1.2.2)

Analysis of the optical spectra of atomic hydrogen, the simplest of all atoms,
revealed that the frequencies of the spectral lines could be fitted to Rydberg’s
formula

ν = R

(
1
n2 −

1
m2

)
(1.2.3)

where m,n are integers, inviting the hypothesis that radiation was emitted
when the atom made a transition between two states whose energies fitted a
formula

En = − R
n2 .
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Bohr’s analysis reproduced this formula with R = 2π2me4/ch3 by making the
remarkable assumption that the angular momentum |l| of the classical orbit
can take only the values

|l| = n�, � = h/2π,

where h is Planck’s constant and n is an integer; the angular momentum was
said to be quantized.

1.2.3 X-ray spectra and Moseley’s Law

In 1913, Moseley [39] studied the K-shell X-ray lines of the metals from Ca
(Z=20) to Zn (Z=30). His conclusion, that the square root of the frequency
of each corresponding X-ray line was approximately proportional to Z, was
crucial for settling the order with which elements are placed in the Periodic
Table [40, §16-3]. Moseley’s regularities were subsequently shown to hold for
the rest of the Periodic Table, although screening and relativistic effects cause
departures from Moseley’s law at high Z. The elementary theory of X-ray lines
is that of a one-electron spectrum [2, §913], in which the frequency of each line
is given by a formula similar to (1.2.3) [40, §16-3]. Relativistic effects modify
the Z-dependence as Z increases.

1.2.4 Transition to quantum mechanics

Quantum mechanics describes the motion of a particle in terms of states
whose wavefunctions, ψ(r, t), are labelled by constants of the motion. The
probability of finding the particle in a volume element dv centred on r at
time t is given by |ψ(r, t)|2 dv. Schrödinger’s wave equation

i�
∂ψ

∂t
ψ(r, t) = H ψ(r, t), (1.2.4)

where H is the quantum mechanical Hamiltonian operator, determines the
evolution of ψ(r, t). This differential operator is derived from the classical
Hamiltonian by making the subsitutions p → −i�∇, r → r. For a particle of
mass m moving in a conservative force field with potential energy V (r) the
classical Hamiltonian is

H(p, r) =
1

2m
p2 + V (r).

In our model V (r) is just the potential energy of an electron at a distance
r = |r| from a fixed nucleus of charge +Ze,

V (r) = − Ze2

4πε0r
,

so that the Schrödinger differential operator is
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H = − �2

2m
∇2 − Ze2

4πε0r
. (1.2.5)

The solution of (1.2.4) with the Hamiltonian operator (1.2.5) is a standard stu-
dent exercise [5], from which one deduces that the electron has bound states,
replacing the classical elliptic orbits, whose probability density distribution
vanishes exponentially as r →∞ and whose energies are given by the formula

εnl = − mZ2e4

32π2ε20�2n2 (1.2.6)

where n is a positive integer. The electron is not confined to the neighbour-
hood of the nucleus when E > 0, so that these solutions correspond to the
hyperbolic orbits. The orbital angular momentum vector l, is a constant of the
motion, as in classical mechanics, but its magnitude l2 takes values l(l+1)�2,
where l = 0, 1, . . . , n−1 and its projection on a fixed axis, conventionally taken
as the z-axis, takes the 2l+1 valuesm�, wherem = −l, . . . , l. The bound state
energies, which are independent of l, agree with Rydberg’s formula (1.2.3) if
R = mZ2e4/32π2ε20�2 where � = h/2π. From the relation (1.2.2), we deduce
that

< Tn >= −En,

and writing Tn = mv2n/2, giving the root mean square velocity

vn

c
=
αZ

n
(1.2.7)

where α = e2/4πε0�c is the dimensionless fine structure constant and c is the
speed of light (see [38, Table XXIII] for the currently recommended numerical
values of physical constants).

In spherical polar coordinates, the spatial part of the wavefunction of a
bound state of a particle in a conservative central field factorizes into radial
and angular parts,

ψnlm(r, t) = const.
Pnl(r)
r

Y m
l (θ, ϕ), (1.2.8)

where the angular amplitude reflects the spherically symmetry of the problem,
and only the radial part depends on the details of the potential.

1.2.5 Sommerfeld’s relativistic orbits and Dirac’s wave equation

Elementary relativity theory tells us to expect deviations from Newtonian
mechanics when speeds reach an appreciable fraction of the speed of light.
In the Kepler problem, the particle speed attains its maximum at closest
approach to the centre of force, namely

vmax

c
=

k

c|l| (1 + ε), ε > 0. (1.2.9)
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Clearly, vmax is inversely proportional to |l|, so that we can anticipate the
largest effects in states with the lowest angular momentum.

Elementary relativistic kinematics [12, page 87] tells us that a particle
moving in some reference frame with velocity u has four-momentum pµ, where

p0 = E/c = mcγ(u), pi = muiγ(u), i = 1, 2, 3. (1.2.10)

with γ(u) = 1/
√

1− u2/c2 where ui are the Cartesian components of u in
the given reference frame, u = |u|, E is the energy, and c is the speed of light.
These equations are often said to express the relativistic variation of mass
with velocity. For low speeds we can expand γ(u) in powers of u/c giving

E = mc2 +
mu2

2
+

3mu4

8c2
+ . . . , pi = mui

(
1 +

u2

2c2
+ . . .

)
When u/c � 1, these reduce to the Newtonian energy (plus the rest energy,
mc2) and Cartesian components of momentum of a particle. We can expect
to see relativistic effects easily when, say, u2/c2 > 0.1 where, for hydrogenic
atoms, u is either vn (1.2.7) or vmax (1.2.9). We conclude

• Electrons in hydrogenic atoms with low orbital angular momentum l are
most likely to exhibit the largest relativistic effects.

• The maximum orbital speed ratio vmax/c given by (1.2.9) is inversely
proportional to l. Like vn/c it is roughly of order αZ ≈ Z/137. In the
region of the actinides (89 ≤ Z ≤ 103), αZ ∼ 2/3. Relativistic effects
are thus likely to be quite important for understanding the properties of
high-Z atoms and materials containing them.

Sommerfeld’s investigations in 1914–15 [10] showed that the classical orbits
were approximately ellipses whose axes precess about the normal to the plane
of the motion. He concluded that the orbital energy was

Enk = mc2 − me4

32π2ε20�2

[
Z2

n2 +
α2Z4

n3

(
1
k
− 3

4n

)]
+O(α4). (1.2.11)

where n = 1, 2, 3, . . . and k = l+ 1 = 1, 2, . . . , n. The first term on the right is
the rest energy of the electron, the second is just Balmer’s formula (1.2.6), and
the next term gives the lowest order relativistic corrections. Dirac’s relativistic
wave equation for hydrogenic atoms, (1.1.4), is nowadays written (see §3.2)

i�
∂ψ

∂t
= Hψ, H = cα · p + βmc2 − Ze2

4πε0r
. (1.2.12)

Its solutions in spherical polar coordinates for energy E have the 4-component
structure (3.2.4):

ψEκm(r) = const.
1
r

(
PEκ(r)χκm(θ, ϕ)
iQEκ(r)χ−κm(θ, ϕ)

)
. (1.2.13)
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κ = ±1,±2, . . . is the angular number and, (3.2.9),

χ±κm(θ, ϕ) =
∑

σ

(l,m− σ, 1/2, σ | l, 1/2, j,m) Y m−σ
l (θ, ϕ)φσ, (1.2.14)

where

φ1/2 =
(

1
0

)
, φ−1/2 =

(
0
1

)
,

are 2-component spin-orbitals. The angular amplitudes Y m−σ
l (θ, ϕ) are vec-

tor coupled to the spin functions φσ to give a 2-component function that is
a simultaneous eigenfunction of j2, l2, s2 and jz. Clearly, the orbital angular
momentum, l, and spin angular momentum, s, of the electron are not con-
stants of the motion as in nonrelativistic quantum mechanics. Instead, Dirac
central field spinors, (1.2.13), are eigenfunctions of j2 and jz, where j = l+s.
The two possible coupling modes are defined by writing

κ = η(j + 1/2), l = j + η/2, η = ±1 (1.2.15)

which identifies the connection between the labels in (1.2.14) uniquely. We
refer to κ as the angular quantum number. The Dirac spinors (1.2.13) can
therefore be characterized by the value of κ associated with the upper com-
ponents, or by the total angular momentum labels j and m, where j2 and
jz have eigenvalues j(j + 1)�2 and m� respectively. The properties of the
2-component spin-orbitals, χκm, presented in Chapter 3 and elsewhere, are
critical for the relativistic quantum mechanics of atoms and molecules. They
ensure that the linear space spanned by the 4-component spinors ψEκm(r),
and also by the 2-component spinors χ±κm, for m = −j,−j + 1, . . . ,+j is a
representation space for a (2j + 1)-dimensional representation of the rotation
group. Notice that although the 2-spinor components of (1.2.13) are different,
each one factorizes like the Schrödinger wavefunction (1.2.8) in a central field.

We define the principal quantum number by

n = nr + |κ|. (1.2.16)

so that we label bound states with the triple nκm (or alternatively nljm).
For low Z, εnl (1.2.6) is close to the shifted Dirac eigenvalue

εnκ = Enκ −mc2 (1.2.17)

for the κ values of (1.2.15). It is therefore useful to retain the spectroscopic
letters s, p, d, f, g, . . . corresponding to l = 0, 1, 2, 3, 4, . . ., for labelling the
Dirac states; when convenient we shall replace the label nκ by nlj . Thus the
lowest Dirac states of hydrogenic atoms can be labelled 1s1/2, 2s1/2, 2p1/2,
2p3/2, . . . The energy difference between the levels nlj with j = l ± 1/2 is
referred to as the fine structure splitting of the nonrelativistic energy level.
For bound states, the energies are given by the eigenvalue equation (3.3.7):
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Enκ = mc2
√

1− α2Z2/N2. (1.2.18)

N is usually called the apparent principal quantum number

N =
√

(nr + γ)2 + α2Z2,

in which the non-negative integer nr is the inner or radial quantum num-
ber and the radial amplitudes PEκ(r), QEκ(r) ∼ rγ as r → 0, where
γ = +

√
κ2 − α2Z2. For electrons, PEκ(r) approximates the Schrödinger ra-

dial amplitude in the formal nonrelativistic limit α → 0 (c → ∞), whilst
QEκ(r) = O(α) and hence vanishes in that limit; the former is therefore often
designated the large and the latter the small radial component.3 The bound
state radial quantum number nr counts the number of nodes or zeros in the
large component. When (1.2.18) is expanded in powers of αZ, we recover
(1.2.11) with k replaced by |κ| = j + 1/2, so that the allowed energies of a
hydrogenic atom now depend upon the angular momentum quantum number
j (or on |κ|) as well as n.

Although Dirac theory was able to explain the gross structure as well as the
fine structure of the spectra of hydrogenic atoms to quite high precision [41,
Chapter VIII], the experiments suggested residual effects, which were firmly
established by the experiments of Lamb and Retherford in 1947 [42]. The
discovery of “Lamb shifts” led to a major re-examination of the theory of
interactions of charged particles with electromagnetic fields and to dramatic
advances in the relativistic theory of quantum electrodynamics (QED) which
are, more than half a century later, still the subject of active experimental
and theoretical research. The Lamb shift, which grows roughly like Z4, is
essential for the good agreement of theory with experiment in X-ray and inner-
shell transitions in atoms with charges greater than Z ≈ 15, or in the high-
precision physics of atoms such as hydrogen and helium with small numbers
of electrons [43].

1.2.6 Dirac and Schrödinger charge distributions

A comparison of hydrogenic radial density distributions obtained from ana-
lytic solutions of the Dirac and Schrödinger equations for hydrogenic atoms
allows us to look at the primary dynamical effects of relativity [44] without the
complications introduced by electron-electron interactions in many-electron
systems. The electron density distribution in a hydrogenic atom given by the
wavefunction (1.2.13) can be written as the product of a (scalar) angular
density A|κ|,m(θ) = χ†

±κm(θ, ϕ)χ±κm(θ, ϕ),4 see §3.2.5, and a radial density

3 This labelling is inappropriate for negative energy states where QEκ(r) is the
large component and PEκ(r) the small component.

4 The Hermitian conjugate of a 2-spinor χ =
(
a
b

)
is χ† = (a∗, b∗) where the asterisk

denotes complex conjugation.
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Fig. 1.1. Radial charge densities for s-orbitals in hydrogenic Hg79+: Dirac, solid
lines; Schrödinger, broken lines.
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Fig. 1.2. Radial charge densities for p-orbitals in hydrogenic Hg79+: Dirac, solid
lines; Schrödinger, broken lines.
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Fig. 1.3. Radial charge densities for d-orbitals in hydrogenic Hg79+: Dirac, solid
lines; Schrödinger, broken lines.

distribution Dn,κ(r). The angular density is independent of atomic number
and is the same for both upper and lower 2-spinor components. The radial
density is therefore a sum of two terms

Dn,κ(r) = |Pn,κ(r)|2 + |Qn,κ(r)|2. (1.2.19)

The density plots for hydrogenic Hg79+ (where the nuclear charge Z = 80 is
large enough to show appreciable relativistic dynamical effects) are presented
in Figs. 1.1, 1.2 and 1.3. The main conclusions [44] are

• Dirac radial density distributions are more compact than their nonrela-
tivistic counterparts. Using the inequalities such as (3.3.24) it is easy to
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show that the (scaled) mean radii, ρ = 〈 2Zr 〉, satisfy

ρnκ < ρnl (1.2.20)

where ρnκ is the Dirac value, and ρnl the corresponding Schrödinger value.
The relative difference is

δ = (ρnκ − ρnl)/ρnl = C(αZ)2 +O((αZ)4),

where C < 0 [44, Equations (10), (11) and Table 2].
• Dirac electrons are more tightly bound than their Schrödinger counter-

parts:
εnκ < εnl (1.2.21)

where εnκ, given by (1.2.18) and (3.3.25), is independent of the sign of κ,
and εnl is given by by (1.2.6).

• Spin-orbit splitting. More precisely,

εn,κ=l < εn,κ=−l−1 < εnl,

so that orbitals nκ with κ = +l are more tightly bound than those with
κ = −l − 1. The splitting is of order O(α4Z4).

• The radial component Pnκ(r) approaches the Schrödinger radial wavefunc-
tion in the nonrelativistic limit α → 0, c → ∞, and in this case the Pauli
formula (8.2.14)

Qn,κ ≈
1
2c

(
dPn,κ

dr
+
κPn,κ

r

){
1 +O(1/c2)

}
is a good first approximation. It follows that the zeros of the two compo-
nents interlace; as a result there is no radius at which the density Dnκ(r)
(1.2.19) vanishes. The nonrelativistic zeros in the radial density are there-
fore replaced by positive minima,

Noticeable relativistic effects require the relative mean orbital velocity v2n/c
2

to be at least about 0.1, so that the criterion (1.2.7) from mean kinetic energy
gives Z/n ≥ 40. The mean speed is less than the maximum attainable so that
a better indicator might be the fraction of the orbital charge density within
the sphere inside which the (classical) electron moves at relativistic speeds,
given by Z/r > 0.1mc2/Eh. This gives r/a0 ≤ 10−3Z, which for Hg79+ gives
r/a0 ≤ 0.08. Figures 1.1, 1.2 and 1.3 shows that a reasonable proportion of
the total charge density of electrons with |κ| = 1 (s1/2 and p1/2) is indeed
located in that region. The proportion decreases as the angular momentum
j = |κ| − 1/2 increases.

1.2.7 The Dirac hydrogenic spectrum at high Z

The properties of the Dirac hydrogenic states depart more and more from
those of the corresponding nonrelativistic model as Z increases. Scattering
solutions are asymptotically proportional to exp(±ip r) at large radii, where
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Fig. 1.4. Dependence of Dirac eigenvalues on atomic number.

E 2/c2 − p 2 = m2c2, (1.2.22)

as in classical relativistic mechanics (1.2.10). This Lorentz invariant equation
has two solutions ±|E|, one in each continuum when |E| > mc2, so that p
is real. When |E| < mc2, p = ±i

√
m2c2 − E2/c2 is pure imaginary so that

there is only one square integrable bound solution asymptotically proportional
to exp(−|p |r). For each value of κ, there is an increasing sequence of point
eigenvalues in the bound state gap converging to a limit point at mc2.

The dependence of the bound state energies from (1.2.18) on Z is depicted
in Figure 1.4. The finite size of the nucleus becomes more important at high
Z, because the proportion of the electron density penetrating the nuclear re-
gion increases signficantly. For a point nucleus with charge Ze, normalizable
solutions cease to exist for Z > |κ|/α ≈ 137|κ|, as shown by the dotted curves
for |κ| = 1 (s1/2 and p1/2). The corresponding solid lines were calculated using
plausible model nuclear charge distributions with nuclear radii roughly pro-
portional to A1/3, where A is the nuclear mass number. Numerical eigenvalues
can be found for more or less arbitrarily large Z, although the 1s1/2 curve de-
scends into the lower continuum in the supercritical region Z > Zcrit ≈ 172.
There have been speculations that “superheavy” nuclei with lifetimes long
enough to be detectable may exist with nucleon numbers in so-called “islands
of stability” in the region shown which have fuelled research into the associ-
ated atomic properties [45]. This brief description raises a variety of questions
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of physical interpretation. The lower continuum appears to be an inescapable
consequence of relativity theory. The most immediate problem is what effect
this has on the stability of the hydrogenic ground state. In nonrelativistic
quantum mechanics this is the lowest energy state available for a bound elec-
tron. The unavoidable appearance of negative energy states suggests that the
1s1/2 bound state cannot be stable. Dirac [46] proposed in 1929 a “vacuum”
state in which each negative energy state has been assigned to an electron
keeping all states with E ≥ −mc2 vacant. The 1s1/2 state is then the lowest
available to the added atomic electron; this arangement is stable because the
electron cannot decay to occupied lower states without violating the Pauli ex-
clusion principle. The physics of a hypothetical system with Z > Zcrit remains
open.

If we wish to observe an electron that has been extracted from a negative
energy state, it must have been given sufficient energy to be assigned to a state
with energy E ≥ E1s. The negative energy “hole” left behind behaves like a
particle with positive energy and charge +e, now recognized as a positron.
The process is usually described as creating an electron-positron pair; such
pairs, either real or virtual (when they appear as intermediate states of a
perturbation expansion), can be created without affecting the total charge of
the system. The appearance of negative energy states in the theory forces us
to develop a formalism that can cope with an indefinite number of particles:
quantum electrodynamics (QED).

Attempts have been made to realize high effective charges in superheavy
quasi-molecules created by collision of heavy ions: for example, at high enough
kinetic energy the nuclei of the Pb+Pb system can be made almost to touch.
The combined nuclear charge of 164, just below the theoretical limit Zcrit,
is high enough to test ideas on the physics of supercritical electric fields in
QED [45, Chapter 11]. However, physics and chemistry is largely concerned
with elements having much lower atomic numbers so that these fascinating
issues are rather remote from the more everyday concerns with which this
book deals.

1.3 Many-electron atoms

The relativistic changes in the electronic structure of hydrogenic atoms are
modified by the mutual interactions of electron charges and currents in many-
electron systems that propagate secondary relativistic effects across the atom
or molecule. The relativistic “contraction” of hydrogenic orbitals naturally
plays a prominent part: 1s, 2s, and 2p1/2 electrons, which are anyway the
most compact, screen the nuclear charge more effectively in relativistic mod-
els so that electrons with higher angular momentum (np3/2, nd3/2, nd5/2, . . . )
tend to expand and to have correspondingly lower binding energies. All bound
electrons show evidence of the interaction between the direct dynamical rel-
ativistic contraction and the indirect relativistic expansion due to changes in
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electron screening of the nuclear charge and the interactions between sub-
shells [47]. We shall look at this from two points of view. A comparison of
eigenvalues from (nonrelativistic) Hartree-Fock (HF) and (relativistic) Dirac-
Hartree-Fock (DHF) calculations is sufficiently realistic to model binding en-
ergy trends across the Periodic Table. Secondly a survey of measured succes-
sive atomic ionization potentials gives insight into the buildup of electronic
shell structure in individual atoms and shows direct evidence of relativistic
effects similar to those revealed by the HF and DHF models. This section uti-
lizes a heuristic approach to theoretical atomic structure, which reflects the
way in which the subject has developed historically in the last three-quarters
of a century.

It will be convenient from now on to work in Hartree atomic units: the
unit of mass is that of the electron me ≈ 9 10−31 kg.; the unit of length is
the Bohr radius a0 = 4πε0�2/mee

2 ≈ 5.29 10−11 m ; the unit of energy is
Eh = e2/4πε0a0 = α2.mec

2 ≈ 4.36 10−18 J where α = e2/4πε0�c ≈ 1/137.036
is the fine structure constant. In atomic units, the unit of time is τ = �/Eh ≈
2.42 10−17 s and c, the speed of light, is α−1 ≈ 137.036. See [38] for current
recommended values of these physical constants.

1.3.1 Central field models of the atom

The central field model [2, Chapter 6] has given invaluable insight into the
properties of many-electron atoms. The charge distribution in an isolated
atom in its ground state is almost spherically symmetric, suggesting an atomic
Hamiltonian of the form

H0 =
N∑

i=1

{ti + U(ri)} (1.3.1)

where ti is the free particle Hamiltonian operator for the i-th electron (m = 1)

ti =

{
p2

i /2 (Schrödinger case)
cαi · pi + βimc

2 (Dirac case)

and U(ri) is the effective potential energy of an electron at position ri, where

U(r) ∼

⎧⎪⎨⎪⎩
−Z
r

+ const. r → 0,

− (Z −N + 1)
r

r →∞
(1.3.2)

and N is the number of electrons in the atom.
The electrons move independently in this model, so that the atomic

wavefunction must be constructed from products of orbital wavefunctions,
one for each physical electron. These orbitals, of central-field type, have
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the nonrelativistic form (1.2.8) or the relativistic form (1.2.13). The sim-
plest conceivable wavefunction for the atom has the form of a product
Φ := ψa1(r1)ψa2(r2) . . . ψaN

(rN ) where, for nonrelativistic electrons, ai =
nilimiσi, σi = ±1/2 being the spin projection. Electrons are indistinguish-
able so that, when P is any permutation acting on the set {a1, a2, . . . , aN},
the function P Φ is also a wavefunction for the system Pauli’s exclusion prin-
ciple allows at most one electron to have the orbital label ai, and this is best
accomodated by choosing a determinantal wavefunction

Ψ =
∑
P

(−1)pP Φ ≡ const.

∣∣∣∣∣∣∣∣
ψa1(r1) ψa1(r2) . . . ψa1(rN )
ψa2(r1) ψa2(r2) . . . ψa2(rN )
. . . . . . . . . . . . . . . . . . . . . . . .
ψaN

(r1) ψaN
(r2) . . . ψaN

(rN )

∣∣∣∣∣∣∣∣ (1.3.3)

where p is the parity of the permutation P. The determinant vanishes when-
ever any two rows have the same label, ai = aj , or two columns the same
argument: ri = rj with i �= j. The same construction is valid for Dirac elec-
trons with the labelling ai = niκimi. We shall usually assume when dealing
with bound states that the orbitals are orthonormal.

1.3.2 Closed and open shells

We obtain a single electron density by integrating |Ψ |2 over all particle coor-
dinates save one; the resulting volume density of electrons is ρtot =

∑
i ρai

where ρai = |ψai |2. The number of nlm particles contained in the spherical
polar volume element dr = r2 dr dΩ is

ρnlm(r) dr = |Pnl(r)|2|Y m
l (θ, ϕ)|2 dr dΩ (1.3.4)

for a normalized nonrelativistic wavefunction of the form (1.2.8). From the
properties of spherical harmonics,

l∑
m=−l

ρnlm(r) dr = |Pnl(r)|2 dr.(2l + 1)
dΩ

4π
(1.3.5)

is spherically symmetric. The 2l + 1 particles of the set nlm,m = −l, . . . ,+l
are therefore said to form a closed subshell, with radial density

Dnl(r) = |Pnl(r)|2. (1.3.6)

The spatial density is the same for both spin projections and this doubles the
total number in the subshell to 4l + 2 when spin is taken into account. The
arrangement of electrons in subshells is called a configuration. If the atom
has a configuration consisting only of closed subshells its electron distribution
is spherically symmetric and the electric field is purely radial. Most of the
electrons in a neutral atom in its ground state will belong to closed subshells,
making the central field model a good starting point for atomic physics.
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In the relativistic central field model, where the orbitals are 4-spinors of
the form (1.2.13), the subshells are defined by the 2j+1 states nκm (or nljm)
with m = −j,−j + 1, . . . ,+j. The Dirac analogue of (1.3.4) is

ρnκm(r) dr = Dnκ(r)|A|κ|,m(θ, ϕ)|2 dr dΩ (1.3.7)

where Dnκ(r) is defined by (1.2.19), and the angular density is given in §3.2.5.
The subshell density is now given by

j∑
m=−j

ρnκm(r) dr = Dnκ(r) dr.(2j + 1)
dΩ

4π
. (1.3.8)

A closed nonrelativistic nl subshell with 4l+ 2 electrons has a density equiv-
alent to the sum of the densities of closed subshells nlj with j = l − 1/2 and
j = l + 1/2 containing respectively 2l and 2l + 2 electrons.

A more realistic atomic model is based on the Hamiltonian

H =
N∑

i=1

ti +
∑
i<j

1/rij (1.3.9)

so that we can write

H = H0 + V, V =
∑
i<j

1/rij −
∑

i

U(ri). (1.3.10)

The eigenvalues of the zero-order Hamiltonian, H0, depend only on the way
in which the electrons have been assigned to the central field orbitals. When
there are open shells, any of the

(
2l+1
qnl

)
determinants that can be formed

by selecting qnl different values of m from the set m = −l, . . . ,+l will give
energy E0 = (Ψ |H0 |Ψ).. The full set of determinants Ψi so obtained span a
linear space; by diagonalizing H in this space we obtain a set of energy levels
Eα = E0 + Vα, where Vα is an eigenvalue of the secular matrix V whose
elements are

Vij = (Ψi|V |Ψj), (1.3.11)

resolving the degeneracy, at least in part. There is in principle no reason
to restrict ourselves to a space consisting of determinants spanning a sin-
gle open subshell. The superposition of configuration (SOC) method employs
wavefunctions that are linear combinations of determinants belonging to more
than one configuration; the method is often said to be one of configuration
interaction (CI), reflecting the fact that configurational wavefunctions of the
same symmetry may have off-diagonal matrix elements in the Hamiltonian
matrix [3, 4, 48]

Things are actually slightly more complicated: we need to take other sym-
metries into account. Thus there can be no preferred spatial direction for an
isolated atom with no external interactions. The result is that the infinitesimal
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generators of spatial rotations, the operators L =
∑

i li and S =
∑

i si (or
J =

∑
i ji in the relativistic case) commute with H. Thus eigenstates of the

nonrelativistic H can be classified as simultaneous eigenstates of H,L2,S2.
In some cases, the only remaining degeneracy will be with respect to the pro-
jections Lz and Sz, so that just one member of the set serves to represent
them all. The theory of angular momentum in atomic structure and spectra
is described in detail in many well-known texts including [2, 3, 48, 49, 50, 51].
With the exception of [51] these texts all deal with the field from a nonrel-
ativistic viewpoint. Aspects of the theory of angular momentum required in
relativistic atomic structure theory are treated in Appendix B.3 and Chapter
6.

1.3.3 Mean field potentials

A simple mean field parametric potential has been used extensively, amongst
other things, for large-scale collisional-radiative calculations for highly ionized
atoms involving hundreds of levels and millions of cross sections for various
processes, [52, 53]. The radial charge distribution in nonrelativistic atom mod-
els has several peaks, one for each nl subshell; each peak can be modelled by
writing [53, Equation (5)]

ρ(r) = −4πr2qN r2l+2e−αr (1.3.12)

where q is the number of electrons associated with this peak, α = (2l+3)/〈 r 〉nl

where 〈 r 〉nl is the mean radius of the peak and N is a normalizing constant.
It is simple to solve Poisson’s equation for this charge density, leading to a
mean field potential with parameters α = {αnl}

U(α, r) = −1
r

{
Z −N + 1 +

∑
s

qs g(Ls, αs, r) (1.3.13)

+
∑

t

qt f(lt, αt, r)

}

where s runs over the closed shells, t over the open shells, and N =
∑

s qs +∑
t qt is the total number of electrons. The radial functions are

f(l, α, r) = e−αr
2l+1∑
j=1

(
1− j

2l + 2

)
(αr)j

j!
,

g(L,α, r) =
L=n−1∑

l=0

4l + 2
2n2 f(l, α(l), r)

where α(l) takes account of the fact that the nl subshells have slightly dif-
ferent mean radii for different l values. Thus f(l, α, r) is the radial potential
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due to an electron in the nl subshell at radius r, and g(L,α, r) is the radial
potential due to each of the 2n2 electrons in the complete n shell summed
over the contributing nl subshells. Observable quantities are functions of the
parameters αs; they can be determined by, for example, minimizing the av-
erage configurational energy of the atom with resepct to these parameters or
by fitting a chosen set of atomic energy levels. [53]

Another ab initio mean field potential is provided by Thomas-Fermi (TF)
theory [2, §214] [48, §7.8]; this is based on a statistical model of the electron
distribution parametrized only by the values of the nuclear charge Z and
the number of atomic electrons N . The nonrelativistic SUPERSTRUCTURE
code [54, 55] constructs a mean field potential with a separately parametrized
TF potential for each subshell.

Model potentials are less expensive than fully ab initio self-consistent field
(SCF) models of the Hartree or Hartree-Fock type. The nonrelativistic wave-
function Ψ for a single closed shell configuration depends on the radial am-
plitudes Pnl(r) used in its construction; the expectation value of the Hamil-
tonian (1.3.9) can be regarded as a functional E[Pa1 , Pa2 , . . .] so that stan-
dard methods of the calculus of variations can be used to derive nonlinear
integro-differential (SCF) equations for the radial amplitudes Pa. This system
of equations must be solved iteratively: we start with a trial set of Pa, from
which we calculate subshell potentials enabling us to solve for a new set of trial
orbitals. The cycle is repeated until the system is self-consistent. The method
can be elaborated to include CI-type wavefunctions, and the resulting multi-
configuration Hartree-Fock (MCHF) method is now widely used [4, 56, 57].
The relativistic DHF equivalent was first proposed by Swirles [21].

1.3.4 Comparison of Hartree-Fock and Dirac-Hartree-Fock models
for ground states

The Periodic Table of the Elements, summarizing a huge body of information
on trends in the physical and chemical properties of the elements, a simplified
version of which appears in Figure 1.5, arranges the elements vertically in
groups that can be correlated with the electronic configurations of atomic
outer or valence shells (nsq, npq, ndq, . . . according to the subshell l values)
and in periods that reflect the principal quantum number n of the open shell
that is being filled as q increases from left to right across the table. The
lanthanides and actinides, in which the filling of the 4f and 5f subshells spoil
this simple description, are shown at the bottom of the table.5

The mechanism of shell filling, Bohr’s Aufbau (or building up) principle,
involves constructing electron configurations for atomic ground states by as-
signing each electron to the orbital vacancy of lowest energy currently available
5 Seaborg [61] describes the evolution of the modern Periodic Table including ob-

served and predicted chemical properties of transactinide elements and possible
extensions of the table to include undiscovered elements up to atomic number
168.
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according to some central field model. The ordering, at least in the upper rows
of the table, follows the ordering in hydrogenic atoms:

1s1/2, 2s1/2, 2p1/2, 2p3/2, 3s1/2, 3p1/2, 3p3/2, 3d3/2, 3d5/2, . . .

The Hartree-Fock (HF) and Dirac-Hartree-Fock (DHF) eigenvalues give a very
simple picture of the way in which this happens. Koopmans’ Theorem, §7.7,
interprets the energy eigenvalue of an HF or DHF orbital as the energy re-
quired to remove an electron from a subshell without allowing the remaining
electrons to relax. Whilst the neglect of relaxation and the details of inter-
action with the other electrons are needed for a fuller understanding of the
Aufbau process, the HF and DHF eigenvalues provide a remarkably simple
explanation of the main features. This can be seen from the extensive tables
of HF eigenvalues and orbital expectation values for LS-configuration aver-
age atomic ground states published by Froese Fischer [58] and Mann [59]
together with corresponding data for DHF average of configuration atomic
ground states published by Desclaux [60] at about the same time.

Fig. 1.5. Simplified version of the Periodic Table of the Elements.
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Fig. 1.6. Comparison of atomic relativistic subshell binding energies −εnκ/Eh

predicted by Koopmans’ theorem from DHF jj-average of configuration calcula-
tions [60] (left-hand ticks on each vertical line) with corresponding nonrelativistic
eigenvalues −εnl/Eh (right-hand ticks) from HF LS-average of configuration calcu-
lations [58, 59] for alkali atoms of Group 1. The electron configuration is [Core] ns,
where the core consists entirely of filled subshells. Binding energies increase down
the page on a logarithmic scale.
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Fig. 1.7. Koopmans’ theorem binding energies for alkaline earths, Group 2. The
electron configurations are [Core] ns2. The data are organized as in Figure 1.6.
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Fig. 1.8. Koopmans’ theorem binding energies for Group 13. The electron config-
urations are [Core] ns2np. The data are organized as in Fig. 1.6.
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Fig. 1.9. Koopmans’ theorem binding energies for carbon Group 14. The electronic
configurations are [Core] ns2np2. The data are organized as in Fig. 1.6.
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Fig. 1.10. Koopmans’ theorem binding energies for nitrogen Group 15. The elec-
tronic configurations are [Core] ns2np2np3. The data are organized as in Fig. 1.6.
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Fig. 1.11. Koopmans’ theorem binding energies for elements of Groups 5 and
6. The electronic configurations are [Core] (n − 1)d3ns] or (n − 1)d4ns for Group
5 elements and (n − 1)d5ns or (n − 1)d4ns2 for Group 6 elements. The data are
organized as in Fig. 1.6.
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Fig. 1.12. Koopmans’ theorem binding energies for coinage metals, Group 11,
with electronic configuration [Core] (n − 1)d10ns and Group 12, with electronic
configuration [Core] (n− 1)d10ns2. The data are organized as in Fig. 1.6.
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Fig. 1.13. Koopmans’ theorem binding energies for Group 3, electronic configura-
tion [Core] (n − 1)dns2 and Group 4, electronic configuration [Core] (n − 1)d2ns2.
The data are organized as in Fig. 1.6.
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Results for main groups of the Periodic Table are displayed in Figs. 1.6–
1.13. The ticks on the left-hand side of each vertical line in the diagram
indicate the DHF Koopmans’ ionization energy, whilst those on the right
are from the equivalent nonrelativistic HF calculation. The ground electronic
configurations of the alkali metals, Fig. 1.6, are [Core] ns: the valence subshell
has a single ns electron outside a closed shell core. In elements such as Cs,
the DHF eigenvalues of inner shells are below the HF eigenvalues, very much
as expected from the hydrogenic calculations: for example −εDHF

2s (a positive
number) is larger than −εHF

2s ≈ −εDHF
2p1/2

, whilst −εDHF
2p3/2

≈ −εHF
2p . Spin-orbit

splittings are substantial in the high-Z members of the sequence. However,
the valence ns electrons are progressively less tightly bound as n increases
although −εDHF

7s in Fr is greater than −εDHF
6s in Cs, in line with observed

trends in ionization energies (IE). Vertical distances in the logarithmic energy
scale are proportional to the ratio of two energies, and it is worth noting that
spin-orbit splittings and sometimes relativistic/nonrelativistic energy ratios
may be larger for valence and sub-valence electrons than for the innermost
shells, providing unequivocal evidence of the propagation of relativistic effects
across the atom. The trends in the alkaline earth elements, Figure 1.7, are
similar; the most notable new feature is the relativistic destabilization of the
4f5/2,7/2 and 5d3/2,5/2 subshells of Ra as a result of the more compact electron
distribution in the inner core subshells. In the boron Group 13, with electronic
configurations [Core] ns2np, the adjustments are still more complicated, with
the 4f5/2,7/2 subshells of Tl lying between the 5s and 5p1/2 subshells. We see
the same effect in the carbon Group 14 where the electronic configuration is
[Core] ns2np2.

The ordering of eigenvalues in DHF calculations gives some insight into
the electronic structure of neutral atom ground states, but gives no informa-
tion on the order in which shells fill in individual atoms. Some insight into
the interactions determining into which shell an additional electron is likely
to be placed can be obtained from the regularities of observed ionization en-
ergies [62] in conjunction with a heuristic model [63] employing a simplified
expression for the energy of the atom.

The flavour of this analysis can be appreciated from Fig. 1.14. As the
degree of ionization i steps to the right, each straight line segment sloping
upwards to the right links points whose ordinates are the energies, Ii, of
ionization of successive electrons from the corresponding atom. The transverse
lines link points at which neighbouring atoms of the group have similar valence
electronic configurations. Thus the ground configurations of the neutral atoms
N, P, As, Sb, Bi, . . . have been assigned to [Core] 2p3, 3p3, 4p3, . . .. We see that
successive ionization energies of np electrons down to the closed subshell core
increase in a roughly linear fashion: Ii ≈ iI1 for i = 1, 2, 3.
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Fig. 1.14. Observed successive ionization energies, Ii/eV , against i for elements
of Group 15 and Group 1. Source: NIST on-line database [62].

1.3.5 The mechanism of shell filling

A simple model due to Pyper and Grant [63] readily explains this behaviour.
The first three ionization energies of nitrogen are

I1 = 14.5eV, I2 = 29.6eV I3 = 47.5eV,

at which stage we are left with the C3+ Be-like ion core in the 1s22s2 configu-
ration. The central field approximation assumes that the 2p orbital wavefunc-
tions is insensitive to the valence electron configuration, and we also assume
that every 2p electron has the same effective interaction energy, −C, with
the Be-like core. The first step in building up the valence 2p shell binds the
electron with an energy

−C = −I3 ≈ −47.5eV. (1.3.14)

Our assumptions require the next electron to be bound to the core with energy
−C, but now its energy will be raised by an amount, +F , because of repulsion
by the first electron. Thus

−I2 ≈ −C + F ≈ 29.6eV. (1.3.15)
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Fig. 1.15. Observed successive ionization energies, Ii/eV , against i for elements
of Group 2 (left) and Group 13 (right). Source: NIST on-line database [62].

The third and final electron is repelled by the first two electrons and so

−I1 ≈ −C + 2F ≈ 14.5eV. (1.3.16)

Thus F ≈ 15eV and C ≈ 45eV consistent with the observation that the
binding energy (or electron affinity) of an additional electron is very small.
(On this model it is given by I0 = −C + 3F ≈ 0). The Pyper/Grant model
thus approximates the total energy of an lN configuration by a formula of the
form

EN = −NC +
1
2
N(N − 1)F, (1.3.17)

where C is the mean binding energy of an l electron to the core and F is the
mean repulsion energy of a pair of l electrons. Because

Ii = EN−i − EN−i+1

the general formula [63, Equation (2.08)] is

Ii =
i

N
C +

(
1− i

N

)
I0

= i I1 − (i− 1) I0 (1.3.18)
≈ i I1. (1.3.19)
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Fig. 1.16. Observed successive ionization energies, Ii/eV , against i for elements
of Group 5 (left) and Group 11 (right). Source: NIST on-line database [62].

As the remaining figures, 1.15–1.18 confirm, this linear dependence on the de-
gree of ionization is roughly fulfilled for ionization from sn, pn, dn, and even fn

configurations in positive ions as well as neutral atoms.6 Pyper and Grant [63]
studied successive ionization from s2 and pN configurations from several atoms
using theoretical single configuration DHF calculations. Table 1.1 shows re-
sults for the elements of Group 14, headed by carbon. The Pyper/Grant mod-
els (1.3.18) and (1.3.19) do better than one might have expected. The DHF
energy differences in the last column follow experimental trends but the values
are uniformly low; this is not surprising as the model takes no account of the
phenomenon of electron correlation.

The plots of successive ionization reveal cases in which filling of configura-
tions is somewhat irregular. Thus Group 5 neutral ground states are 3d 34s2

in vanadium and 5d 36s2 in tantalum but 4d 45s in niobium, whilst the ions
V+, Nb+ and Ta+ have the respective configurations 3d 4, 4d 4 and 5d 36s. The
lanthanides, Figure 1.18 are even more complicated, with most ground states
having the form [Xe]4fn6s2, whilst La has [Xe] 5d6s2, Ce has [Xe] 4f5d6s2,

6 Pyper and Grant [63] say that it fails for successive ionization from dn and fn

configurations, but that assertion is not borne out by data of Fig. 1.18 that were
not available at the time.
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Fig. 1.17. Observed successive ionization energies, Ii/eV , against i for elements
of Group 12 (left) and Group 3 (right). Source: NIST on-line database [62].

Gd has [Xe] 4f75d6s2. The lanthanide 5d shell fills smoothly as Z increases
once the 4f shell is complete at Yb. An extension of the simple Grant/Pyper
model to include more than one valence subshell, allowing for different orbital
properties of nd3/2 and nd5/2 subshells, for example, or (n− 1)dxnsN−x gives
some idea of the energy balance involved in alternative modes of filling. The
NIST database [62] shows that the more complicated configurations interact
quite strongly so that whilst such extensions of the simple Pyper/Grant model
may give some insight into the relative energies of different configurations, the
differences may be too small to order configurations with certainty.

1.3.6 Other approaches

The original heuristic paper on relativistic self-consistent fields [21] started
from the Dirac-Coulomb Hamiltonian (1.3.9). Z-expansion methods were sug-
gested in the 1960s to study astrophysically important spectra from ions with
only a small number of electrons. They rely on a formal double series expan-
sion, in the parameters λ = Z−1 and µ = α2Z2, of the matrix elements of the
Dirac-Coulomb-Breit Hamiltonian (in which the Breit interaction (1.1.6) has
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Fig. 1.18. Observed successive ionization energies, Ii/eV , against i for Lanthanides.
Source: NIST on-line database [62].

been added to the DC Hamiltonian (1.3.9)) retaining only the lowest pow-
ers of µ [64]–[69]. At this level of approximation, correlation is neglected, so
that it can only be applied to fine structure within a complex (that is to say
configurations built from different assignments within the same shell). Better
results are obtained by including nonrelativistic correlation terms of second
order [69]. A semi-empirical screening model has also been used to estimate
correlation corrections [66]–[68].
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Table 1.1. Successive ionization energies (eV) in Group 14 (p2 configurations)

Expt. (1.3.19) (1.3.18) ∆EDHF

Carbon

I1 11.26 12.49 11.90 10.77
I2 24.38 24.97 24.97 24.05

Silicon

I1 8.15 8.16 8.12 7.54
I2 16.34 16.33 16.33 15.72

Germanium

I1 7.88 7.79 8.04 7.35
I2 15.93 15.58 15.58 15.29

Tin

I1 7.34 7.16 7.37 6.82
I2 14.63 14.31 14.31 14.00

Lead

I1 7.41 7.31 7.07 6.79
I2 15.05 14.68 14.68 14.40

114

I1 – 8.48 8.24 8.03
I2 – 16.96 16.96 16.59

Direct application of QED perturbation theory [70] has been attempted
for a few systems.

1.4 Applications to atomic physics

The methods described later in this book have been used widely in atomic
physics to interpret experimental atomic spectra, to evaluate cross sections for
a range of continuum processes, and as an enabling technology for practical
applications. Atomic structure calculations estimate energy levels directly, but
the attainment of spectroscopic accuracy requires accurate modelling that
can never be straightforward. The calculation of spectral line widths is often
sensitive to the choice of electromagnetic gauge potentials; although gauge
sensitivity can be mitigated for strong electric dipole transitions, it remains
a challenge for forbidden lines and for intercombination lines, which also are
sensitive to the treatment of electron correlation. There are further challenges
in the treatment of continuum processes such as photo-ionization, radiative
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recombination, Auger transitions, and three-body recombination processes of
interest, for example, in plasma physics.

Traditional spectroscopy records the emission and absorption of radiation
by atoms in different spectral ranges, from which line positions and profiles
can be measured. Laser spectroscopy and the invention of devices such as the
electron beam ion trap (EBIT) [71], which can selectively produce and excite
particular stages of ionization, make it possible to produce very high quality
spectra demanding theoretical models with matching accuracy. Highly ionized
atoms of heavy metals such as tungsten are present in high-temperature lab-
oratory plasmas [72], and the modelling of their emission spectra requires a
range of data on radiative transitions, Auger and Coster-Kronig transitions,
and electron collisions. Laser interactions with matter and observations of as-
trophysical plasmas involving ions of all but the lightest atoms also benefit
from calculations based on relativistic quantum theory.

Line positions, energy levels, and line widths are quantities that can be
estimated fairly straightforwardly for atomic ions using a variety of ab initio
schemes such as MCDHF. Neutral atoms and negative ions are generally more
demanding than positive ions. The relative dominance of the electron-nucleus
interaction in highly ionized atoms often makes a central field model a sur-
prisingly good starting point. In this case, SOC wavefunctions built from a
relatively small number of configurational states (CSF) can give excellent re-
sults. The power and memory of modern computers now permit calculations
with wavefunctions containing several hundred thousand CSFs. Such time-
consuming calculations are still uncommon, and they require computational
technology that is still being developed.

1.4.1 X-ray spectra

A combination of relativistic atomic structure theory with critically evalu-
ated experimental data provides the ingredients of a comprehensive tabula-
tion of K-shell and L-shell X-ray transition and absorption edge energies for
all the elements from neon to fermium and illustrates the use of many of
the methods described in this book. The motivations for this ambitious 20-
year programme coordinated by the US National Institute of Standards and
Technology (NIST) [73] included the need to improve on prior compilations of
X-ray data, to combine data from X-ray and optical interferometry to provide
an accurate linkage of crystal spacings to optical wavelengths and to the SI
definition of length, and also to provide reference lines for specific applications
in X-ray crystallography.

The first step in the calculation of X-ray energies [73] is a Dirac-Hartree-
Fock calculation for inner shell hole states. It is usually sufficient for this to
use an average of configuration procedure that ignores open shell effects.
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Fig. 1.19. The histogram records portions of the X-ray emission from solar flares
taken on 30 April 1980 (4 minutes duration) and 5 November 1980 (about 1.5
minutes duration). The calculated spectrum (dashed line), comprising lines from
Fe XXII – XXV spectra, is a fit for the single indicated temperatures. Reprinted,
with permission, from [77].

Treatment of the magnetic part of the electron-electron interaction on the
same footing as the Coulomb interaction in the DHF calculation accounts for
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higher order effects on the wavefunction. Good nuclear charge models includ-
ing, where necessary, nonspherical effects in heavy nuclei, model finite nuclear
size effects. Relaxation of spectator electrons can be handled by treating initial
and final states independently. Electron correlation, which plays a significant
role, can be modelled using relativistic many-body theory (RMBPT). Ad-
mixtures of configurations with two holes and a particle with the dominant
hole states, producing so-called Auger corrections, can also be important.
One-electron radiative corrections due to the electron self-energy and vacuum
polarization scale roughly as Z4/n3, where n is the principal quantum num-
ber; radiative corrections to the electron-electron interaction scale roughly as
Z3/n3. The X-ray database is available on-line [74].

1.4.2 Applications to astrophysics and plasma physics

The extreme ultraviolet (EUV) part of the solar spectrum exhibits spectra
from multiply charged ions of the iron group [75]. Many previously unidentified
lines have been classified from beam-foil measurements. However, theoretical
predictions of oscillator strengths (proportional to radiative transition proba-
bilities) and lifetimes for long-lived levels can be useful because most labora-
tory light sources yielding precise wavelength measurements do not allow mea-
surement of lifetimes of excited levels. A series of MCDHF calculations [76] of
level energies, transition probabilities and lfetimes of several phosphorus-like
ions of the iron group (22 ≤ Z ≤ 32) in the 3s3p4 and 3s23p24d configurations
was made after long-lived lines of phosphorus-, sulphur-, and chlorine-like ions
were observed in beam-foil experiments [80]. The small probabilities of these
long-lived intercombination lines are often difficult to predict accurately.

The methods of Chapter 8 underpin packages such as the GRASP92 rela-
tivistic atomic structure program [81]. The technology enables calculations of
electron correlation with multiconfigurational SOC wavefunctions using CI,
self-consistent fields or, in principle, MBPT methods. The configuration state
functions (CSF), labelled by γΠJM , are built from anti-symmetrized prod-
ucts of Dirac central field orbitals of the form (1.2.13). Here J,M are the
quantum numbers of the coupled angular momenta of the electrons, Π is the
parity, and γ denotes other data such as the configurational composition and
the angular momentum coupling scheme, which are needed to identify the
state. Atomic state functions (ASF) are linear combinations of nc CSF of the
same symmetry,

|αΠJM〉 =
nc∑

r=1

cr(α)|γrΠJM〉 (1.4.1)

The atomic energy levels are approximated by the eigenvalues EαΠJ of the
atomic Hamiltonian in the CSF basis and the ASFs are defined by the corre-
sponding vector c(α) of the coefficients of (1.4.1).

The phosphorous-like ions studied in [76] have five electrons in open shells
outside a Ne-like closed shell core. An MCDHF calculation based on an aver-
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age energy expression for the ground 3s23p3 and excited 3s3p4 and 3s23p24d
configurations generated the set of spectroscopic orbitals. Further MCDHF
calculations in which the spectroscopic orbitals are frozen gave additional
correlation orbitals. Together these constituted a common orthonormal or-
bital set from which all levels and radiative transition rates could be calcu-
lated. These are substantial calculations: 2,365 CSFs were needed to represent
3s23p3 states at the 4l level and 7,917 CSFs at the 5l level whilst the J = 5/2
excited states needed a maximum of 3,698 at the 4l level and 16,633 at the
5l level. [76, Table A]. These calculations differ from those performed for the
X-ray project in several ways. The MCDHF method was used to determine
all orbitals and the fully retarded magnetic interaction was treated as a per-
turbation. QED corrections were ignored, The correlated wavefunctions were
derived by using CI rather than RMBPT methods.

A disadvantage of this procedure is that the weaker transition rates are
often far from gauge invariant. The results usually improve with systematic
enlargement of the CSF set, but convergence is often slow. Evidence suggests
that SOC wavefunctions converge better when the orbitals are optimized sep-
arately for each state. When this is done, the radiative transition calculation
must allow for the use of different orbital sets for the initial and final states
of each transition: see §8.4 and §8.5. This generally reduces the gauge depen-
dence of the transition rates, but the cost may make state specific optimization
impractical when information is needed for many atomic states.

1.4.3 Modelling atomic processes in plasmas

The modelling of atomic processes in high-temperature plasmas which are
not in thermodynamic equilibrium (non-LTE) requires extensive data on ionic
level populations, spectral line intensities, and cross sections for electron-ion
collisions. Highly charged ions of heavy atoms are often found in fusion plas-
mas and X-ray laser experiments, as well as in ion traps, so that relativistic
methods are essential and systems such as the HULLAC package [53] have
been developed specifically for this purpose. Its treatment of electronic struc-
ture and the calculation of collisional and radiative rates is founded upon
methods such as we discuss in this book; however much of the package is
concerned with shortcut methods to handle the huge amount of atomic data
that is typically needed in applications.

The X-ray emission spectra from solar flares recorded by NASA’s Solar
Maximum Mission (SMM) spacecraft in 1980 that contained strong lines of
the Fe XXII–XXV spectra [77] provide a contrasting example of successful
application of MCDHF-EAL calculations with a minimal CSF set. Fig. 1.19
compares two synthetic spectra (dashed curves) with spectra recorded by
the SMM’s bent crystal spectrometer (histograms). The line positions and
radiative transition rates for the He-like (Fe XXV) and Li-like (Fe XXIV)
ions were taken from MCDHF calculations [78, 79]. The w resonance line

(1s2 1S0 − 1s2p 1P o
1 ) in the He-like Fe XXV spectrum at 1.8509

o

A is from a
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7 CSF calculation [79]. The lines labelled j, q are from 57 CSF calculations
of the Li-like Fe XXIV satellite lines, respectively 1s22p 2P o

3/2 − 1s2p2 2D5/2

at 1.8666
o

A and 1s22s 2S1/2 − 1s2p 2s (1P )2P3/2 at 1.8617
o

A [79]. The in-
tensity ratio j/w was used for a first estimate of electron temperature, Te,
in the plasma which was later improved using a χ2 test of the fit of the cal-
culated spectrum to the observed spectrum in the neighbourhood of the two
lines [77]. The β line is from the Fe XXIII spectrum. The observed spec-
trum contains overlapping lines from different ionization stages. The model
used data acquired from a number of different theoretical atomic calculations;
in particular radiative and autoionization rates for dielectronic excitation of
n = 2 and n = 3 satellites in Fe XXIV and Fe XXIII were calculated using the
RCN and RCG codes [48, Chapters 8, 16]. The RCN code generated orbital
wavefunctions using a Hartree-Fock-Slater (HFS) scheme with a statistical
model exchange potential whilst RCG calculated energy levels and transi-
tion rates in intermediate coupling using standard Slater-Condon methods in
a single-configuration approximation ignoring spin-spin interactions, Zeeman
and Stark effects. Each line is distributed over a wavelength interval according
to a Voigt profile, (a convolution of Lorentzian component and Gaussian com-
ponents). The Gaussian component represented Doppler broadening by ionic
motion assuming some ion temperature Tion roughly independent of Te [77,
§3].

1.5 Relativistic molecular structure

The use of relativistic methods to study the electronic structure of molecules
and solids has expanded rapidly in recent years as shown by Pyykkö’s se-
ries of bibliographies [82, 83, 84, 85], which now list some 12,700 papers on
relativistic effects on atoms, molecules, and condensed matter and their chem-
ical implications. The chemistry of compounds containing heavy elements has
motivated calculations on: molecular geometry – bond lengths, bond angles
and potential energy surfaces; electromagnetic properties – g-tensors, electric
dipole moments, NMR shifts, and hyperfine interactions; and effects on chem-
ical reactions. Much of this information has been obtained using methods that
treat relativity approximately rather than from the more fundamental theo-
retical standpoint of this book. The calculations listed for the years 1993–99
in [85, Table 7.10] for compounds of elements ranging from hydrogen to the su-
perheavy element 118 are dominated by calculations with relativistic effective
core potentials (RECP); other methods are comparatively unusual. Although
there is no reliable way to estimate the errors of these approximate methods,
which make assumptions for which there can be no rigorous justification, they
have still provided extensive and valuable insights into relativistic effects in
quantum chemistry.
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1.5.1 Relativistic interpretations of chemical anomalies

Pyykkö and Desclaux [86] asserted in 1979 that relativistic effects “. . . seem
to explain some of the most conspicuous anomalies in the latter half of the
periodic system.” This review, along with other articles by Pitzer [87] and
Pyykkö [88], has strongly influenced later research on relativistic effects in
chemistry, especially in relation to heavy and superheavy elements. As al-
ways, relativistic effects on hydrogenic (§1.2) and many-electron atoms (§1.3)
provide the starting point for investigation of the molecules of which they
form part. The evidence cited in [86] was based on Dirac-Fock one-centre
expansion (DF-OCE) calculations [89], supplemented by calculations using
the local density discrete variational method (DVM) [90], the multiple scat-
tering Dirac-Slater (MS-Xα) method [91], methods using relativistic effective
core potentials (RECP) and relativistic extended Hückel (REX) models [92].7

Pyykkö and Desclaux highlighted specific properties such as the yellow colour
of gold and why it is so different from silver; why mercury is a liquid and has
a strong tendency to two-coordination; and why, in Group 13, the valency
changes from III for indium to I for thallium or in Group 14 from IV for tin
to II for lead. Pitzer’s article [87], published in the same issue of Accounts
of Chemical Research also highlighted some of these questions as well as the
mechanism of lanthanide contraction; the unique properties of gold compared
with copper and silver and of UV I , NpV I , and PuV I as compared with the
corresponding lanthanides and noted magnetic effects attributed to the large
spin-orbit interaction in compounds of OsIV and other substances.

The DHF calculations of [47] emphasized that the radial contraction of s
and p1/2 orbitals in many-electron atoms is mainly a relativistic dynamical
effect whilst indirect effects generally cause orbitals of higher angular mo-
mentum, p3/2, d3/2, d5/2, . . . to expand. The height of the angular momentum
barrier increases with j, reducing the orbital electron density near the nucleus;
the electron therefore spends less time in the high potential region in which
it moves with relativistic speeds, reducing the dynamical relativistic contrac-
tion. The direct effect is thus more than counterbalanced by indirect effects
for d, f, . . . orbitals: these are partly mutual adjustments in the electronic re-
pulsion between shells and partly the effect of the increased screening of the
nucleus by the more compact s and p orbitals. Clearly, the observed shell
structure of individual atoms reflects a delicate and subtle balance between
the direct and indirect effects of relativity. Relativistic adjustments propagate
outwards through the electron shells to modify the wavefunctions of valence
electrons, so affecting their bonding with electrons on neighbouring atoms.
Pyykkö [88] built up a database that combined results of relativistic and non-
relativistic calculations with experimental data for a range of small molecules
to illustrate the effect of relativity on various properties. For example, rela-
tivistic bond lengths are usually less than nonrelativistic bond lengths [88,
Table IV]; attempts to explain these findings in simpler terms vary according
7 Reference [88] has an extensive bibliography.
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to the theoretical model from which the results were derived [88, §II.D]. The
bond contractions, C, for H+

2 and Group 11, 13, and 14 hydrides had originally
been fitted to a formula C = cZZ

2, but the more comprehensive data of [88,
Table IV] revealed that the “constant” cZ varies substantially from group to
group, with the smallest values in Groups 1 and 18 and a “gold maximum”
for the coinage metals in Group 11.

As discussed in §1.3.4 and §1.3.5, the relativistic contraction of s and p1/2
orbitals is accompanied by an increase in their IP whilst orbitals of higher an-
gular momenta exhibit the opposite behaviour. Many physical and chemical
properties have a saw-tooth behaviour, secondary periodicity, superimposed
on the regular trend down the column of each group in the Periodic Table.
Thus, in Group 15, N, As, and Bi are preferentially trivalent, whilst P and
Sb are pentavalent. The outer shell configurations are respectively 2s22p3,
3d104s24p3, 4f145d106s26p3, 3s23p3, and 4d105s25p3. The explanation sug-
gested [88, p. 566] is that the anomalous trivalency of As in the fourth row
arises from “an increase in the effective nuclear charge” seen by the 4s shell
due to the filling of the 3d shell. HF and DHF calculations on a pseudo-atom
with nuclear charge reduced by 10 and omitting the 10 electrons of the 3d
shell were used to support this conjecture. In the case of Bi, the “lanthanoid
contraction” associated with the filling of the 4f shell and the direct rela-
tivistic 6s stabilization contributed almost equally. A similar explanation was
advanced for the “inert pair effect”, namely the tendency of the 6s2 pair to re-
main formally unoxidized in compounds of Tl(I), Pb(II), and Bi(III). The HF
and DHF atomic eigenvalues, although not directly applicable to molecules or
bulk matter, suggest that atomic relativistic effects account for many of the
experimental facts.

The different colours of silver and gold provide perhaps the most notorious
phenomenon in which relativistic effects have been implicated [88, p. 583]. The
observed reflectivity of gold is high for photon energies less than about 2.4
eV, in the middle of the visible light spectrum but drops abruptly at higher
energies. This is attributed [93] to the onset of absorption by electrons in the 5d
band due to excitation to the Fermi level (essentially 6s in character). This is
consistent with a calculated relativistic interband gap of 2.38 eV, whereas the
nonrelativistic estimate would have been much higher, pushing the absorption
edge to higher photon energy in the ultraviolet. Silver, in the previous row
of the Periodic Table, has a smaller relativistic rise in the 4d energy and
a smaller reduction of the 5s energy, shown qualitatively by the DHF and
HF eigenvalues of Fig. 1.12 and resulting in a relativistic absorption edge at
around 3.7 eV in the ultraviolet. Thus “nonrelativistic gold” should appear
white like silver, a conclusion supported by band structure calculations [88,
References 359 b-k]. It seems reasonable to assign much of the difference in
properties of the two coinage metals to relativistic mechanisms. Pyykkö [88]
discusses similar examples in other groups of the Periodic Table.
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1.5.2 Relativistic effective core potentials and other
approximations

Effective core potentials (ECP) were first suggested about 70 years ago by
Hellmann and Gombás [94, 95]. The valence electrons of an atom determine,
at least qualitatively, its chemical behaviour so that a model treating only
valence electrons moving in the field of a suitable ECP may be good enough
to reproduce the same chemical behaviour as more eleborate models. This
chemically intuitive approach reduces the size of the computation, enabling
more effort to be put into the parts of the calculation that are of most in-
terest to chemists. Because relativistic effects originate in the strong field
region near the origin, the hope is that RECPs account for much of the rel-
ativistic effects due to the core, and that it is only necessary to treat the
valence electrons nonrelativistically. Thus standard nonrelativistic codes can
often be used with only minor modifications. Modern RECPs contain several
approximations that can often be justified only empirically and that must be
calibrated against more exact models. Dolg has comprehensively reviewed the
theory of RECPs [32]; see also Balasubramanian [96].

The basic nonrelativistic valence-only ECP model has the form [32, eq.
(23)]

Hv =
nv∑
i

hv(i) +
nv∑
i<j

gv(i, j) + Vcc + Vcpp. (1.5.1)

Subscripts c, v stand for core and valence, respectively; hv, gv for effective one-
and two-electron operators; Vcc for the repulsion between all cores and nuclei
of the system; and Vcpp is a core polarization potential (CPP). The number
of valence electrons treated explicitly is given by nv = n −

∑N
λ (Zλ − Qλ),

where Zλ is the nuclear charge on centre λ and Qλ is the net charge of the
associated core.

There are many possible choices for each of these operators [32, 96]. A pop-
ular scheme for constructing model potentials requires fitting a parametrized
expression to the Fock operator Fv of a valence orbital ϕV

a :

N∑
λ

∆V λ
cv(rλi) ≈ −Zλ −Qλ

rλi
+
∑

c

(2Jc(i)−Kc(i)) (1.5.2)

In the AIMP (ab initio model potential) scheme described in [32, §4.3], the
right-hand side comes from an all-electron quasi-relativistic atomic HF calcu-
lation. The direct part is the more straightforward:

−Zλ −Qλ

rλi
+
∑

c

2Jc(i) ≈
N∑
λ

∆V λ
C (i) =

1
rλi

∑
k

Cλ
k exp(−αλ

kr
2
λi) (1.5.3)

The parameters αλ
k and Cλ

k are determined from a least-squares fit to the left-
hand side subject to the constraint

∑
k C

λ
k = Zλ−Qλ. The nonlocal exchange

terms are approximated in terms of a suitable basis set {χλ
p} on core λ as
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−
∑

c

Kc(i) ≈ ∆V λ
X(i) =

∑
p,q

|χλ
p(i)〉Aλ

pq〈χλ
q (i)|. (1.5.4)

With these definitions, the core-like solutions of the valence Fock equation
would still fall below the desired valence-like solutions. This has to be pre-
vented by adding a shift operator

Pλ(i) =
∑
c∈λ

Dλ
c |ϕλ

c (i)〉〈ϕλ
c (i)| (1.5.5)

where the set ϕλ
c is localized on core λ must be represented by a sufficiently

large basis set. It is common to set Dλ
c = −2ελc , largely on grounds of conve-

nience. Thus the construction of the model potential

∆V λ
cv,av(i) = ∆V λ

C (i) +∆V λ
X(i) + Pλ(i)

has not used any properties of the valence orbitals or their energies.
We now turn to the choice of one-electron operator hv. The Dirac oper-

ator itself is usually rejected, partly because it requires new machinery to
deal with Dirac 4-spinors, partly because of worries about the issues of vari-
ational collapse, continuum dissolution, and finite basis set disease discussed
elsewhere in this book. The Douglas-Kroll transformation [33] as implemented
by Hess [34] gives a quasi-relativistic one-electron Hamiltonian [32, §3.2]

hDKH(i) = Ei −Ai [V (i) +RiV (i)Ri]Ai (1.5.6)

−W1(i)EiW1(i)−
1
2
{W1(i)2, Ei}

where

Ei ≡ E(pi) = c
√

p2
i + c2,

Ai ≡ A(pi) =
√

(Ei + c2)/2Ei,

Ri ≡ R(pi) = cσi · pi/(Ei + c2),

and W1(i) is an integral operator with the momentum space kernel

Wi(p,p′) = A(p) [R(p)−R(p′)]A(p′)V (p,p′)/(E(p) + E(p′)),

in which V (p,p′) is the kernel of the external potential V (i) and {. . .} rep-
resents an anticommutator. The Coulomb interaction g(i, j) = 1/rij is usu-
ally used unmodified; the changes made by replacing it by the transformed
two-electron operator are usually not enough to justify the additional cost
of calculating it. The model potential approach yields valence orbitals with
the same nodal structure as all-electron orbitals, and the DKH Hamiltonian
can therefore be used to approximate relativistic effects in the valence shell
explicitly. The family of regular approximation Hamiltonians [36] in which
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ZORA (the zero order regular approximation) closely resembles the DKH op-
erator (1.5.7) has also been used in molecular calculations. A popular alterna-
tive to the DKH operator has been the Wood-Boring (WB) Hamiltonian [32,
§3.3] [97], originally proposed for atomic self-consistent DFT calculations fol-
lowing Cowan [48, §7-14] and Cowan and Griffin [98](CG). In the WB form
(there are minor technical differences with the CG Hamiltonian) the starting
point is the elimination, in a manner similar to §3.7.1, of the lower pair of
components from the Dirac one-electron equation giving the two-component
energy dependent Hamiltonian operator

hWB(i) =
1
2
σi · pi

[
1 + (Ei − V (i))/2c2

]
σi · pi +

∑
λ

Vλ(riλ). (1.5.7)

In the central field approximation, this gives a radial wave equation for the
large component

(HS +HMV +HD +HSO)Pnκ(r) = εnκPnκ(r) (1.5.8)

where

HS = −1
2
d2

dr2
+
l(l + 1)

2r2
+ V (r)

HMV = −α
2

2
[εnκ − V (r)]2

HD = −α
2

4
dV

dr
Bnκ

(
d

dr
− 1
r

)
HSO = −α

2

4
dV

dr
Bnκ

κ+ 1
r

withBnκ =
[
1 + α2(εnκ − V (r))/2

]−1. The nonrelativistic Schrödinger Hamil-
tonian is denoted by HS , HMV is the mass-velocity operator, HD the Darwin
operator, and HSO the spin-orbit interaction. Usually the nonlocal HF poten-
tial is used in HS , and a local approximation to it in the remaining relativistic
correction operators. Averaging over the two cases κ = −l − 1,+l gives a so-
called scalar-relativistic equation.

The model potential scheme should, in principle, give the same valence
wavefunctions as an all-electron calculation. The problem is that this requires
compact basis functions to reproduce the right nodal structure in the core
region of the atom. These are generally not needed for chemical bonding, and
pseudo-potential approaches generate pseudo-valence orbitals with simplified
nodal structure rendering the compact basis functions unnecessary. Shape-
consistent pseudopotentials are derived by replacing valence orbitals ϕv,lj(r)
by pseudo-orbitals ϕp,lj(r) such that

ϕp,lj(r) =

{
ϕv,lj(r) for r ≥ rc,
flj(r) for r < rc,
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where the nodeless polynomial flj(r) is defined on [0, rc) to satisfy suitable
continuity conditions at the core-boundary radius rc as well as at the origin.
The pseudo-potential V PP (r) is then evaluated pointwise so that the pseudo-
orbital satisfies a pseudo-Fock equation with the correct eigenvalue εv,lj . It is
usually fitted to an expansion of the form

V PP = −Q
r

+
∑
lj

[∑
k

Alj,kr
nlj,k−2 exp(−αlj,kr

2)

]
Plj

where Plj projects onto orbitals of lj symmetry. Energy-consistent pseudopo-
tentials have also been proposed for which the free parameters are chosen to
reproduce the relevant parts of the experimental atomic spectrum [32, §4.4].

1.5.3 Dirac four-component methods for molecules

The calculation of molecular structures is much more demanding than that
of atomic structures, and relativistic effects exacerbate the difficulties. Whilst
four-component calculations of atomic structure are now common, there have
been very few such calculations for molecules. This has been partly due to wor-
ries, now dispelled, about the validity of four-component methods, and partly
because of the relatively high computational cost. Calculations of electron
repulsion integrals (ERI) for four-component wavefunctions are the biggest
bottleneck. The earlier codes treated each component of the 4-spinor as if
it were a nonrelativistic wavefunction in its own right suggesting that, if all
symmetry is ignored, each relativistic ERI is a linear combination of up to 44

nonrelativistic ERI! This simplistic argument grossly overestimates both the
memory and effort required whilst making it clear that it is necessary also to
find ways to reduce relativistic computational overheads without compromis-
ing the accuracy of the model.

The most developed four-component machinery available for molecules in-
cludes the DIRAC [99, 100] and MOLFDIR systems [101], both of which are
based on older nonrelativistic molecular structure packages. The codes devel-
oped by Hirao et al. [102, 103, 104] work with spherical Gaussian functions
(SGTF) and exploit the ERI code SPHERICA [105], which uses generalized
contraction ideas of Raffenetti [106] and coordinate expansion schemes due
to Ishida [107], to make relativistic ERI generation more efficient. Grant and
Quiney’s BERTHA code [108], described in detail in Chapters 10 and 11, is
based on a new ERI algorithm that is a relativistic generalization of the pop-
ular nonrelativistic McMurchie-Davidson algorithm [109]. BERTHA is based
on G-spinor basis functions, §5.10, and achieves its efficiency by exploiting the
internal symmetry relations between the four SGTF components of each G-
spinor. In the nonrelativistic case, overlaps of GTF basis functions on different
nuclear centres can be expressed as a linear combination of products of Her-
mite Gaussian functions (HGTF) with numerical coefficients which depend
on the nuclear positions. The relativistic charge density and current density
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vector of Dirac theory can be written in much the same way in terms of G-
spinor overlaps; the coefficients of their HGTF expansions then incorporate
the spinor structure along with the nuclear geometry [110]. The result is that
calculation of the Fock matrix for the Dirac-Coulomb operator, which requires
only the charge density overlaps, has relatively small relativistic overheads.
The current density vector, which is only required for the magnetic (or Breit)
interaction part, is also relatively economical to construct.

Much use has been made of density functional theory (DFT) in quantum
chemistry owing to its computational simplicity. Some methodological papers
on relativistic DFT, surveyed in §4.15, have been applied mainly to atoms
rather than to molecules. BERTHA has DFT modules [111] which are being
developed [112, 113] to exploit both computer parallelism and other techniques
for higher speed and accuracy. As with older codes, BERTHA has only been
applied to relatively small molecules and atomic clusters, but this can be
expected to change in the course of the next few years.

Most four-component electronic structure calculations so far have been
for diatomic or polyatomic molecules with at most one heavy atom [85, Ta-
ble 7.10]. The recent introduction [111] of DFT modules into BERTHA was
tested with DHF/DFT calculations on small molecules like H2O, NH3, P4,
C2H4, CH4, SiH4, and TiCl4. Near optimal parallelization strategies [112]
implemented on a Beowulf workstation cluster with up to seven machines re-
duced the time of one SCF iteration for the HgF2 molecule by a factor of four.
Significant increases in speed can result from employing techniques such as
fitting the electron density to an expansion in terms of a modest set of scalar
basis functions. Calculations on closed shell gold clusters [113] show this scales
like O(N3), reducing the computing time for the Coulomb matrix to under
3% of the normal value for Au2 and under 1% for Au+

5 . Developments of this
sort will greatly extend the range of problems that can be studied with four
component methods.

The DHF and DHFB models give corrections to quantities of chemical
interest such as bond lengths and bond energies, and nonrelativistic meth-
ods can be used straightforwardly to incorporate correlation corrections using
perturbation theory [114, 115]. The DHF model can be made the starting
point of a consistent relativistic many-body theory in which either relativistic
many-body theory (RMBPT) or relativistic configuration interaction (RCI)
methods are applied to molecular properties using spinor basis sets. Appli-
cations include magnetic properties [116, 117], molecular Auger effects [118],
and bonding of compounds containing superheavy elements [119, 120].

1.5.4 Parity violation and hyperfine interactions

Relativistic atomic and molecular structure theory is also important for fun-
damental investigations into the forces of nature. Suggestions for studying
parity-violating interactions by Purcell and Ramsey [121] were followed by
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the discovery, by Wu et al. [122] and Lee and Yang [123], of P-odd pro-
cesses in nuclear β-decay. The (V − A) theory of β-decay of Feynman and
Gell-Mann [124] was followed by development of the theory of electroweak
interactions [125, 126, 127], which gives a complete and renormalizable model
of the P-odd interactions. This theory predicts an interaction of the electron
with the weak neutral currents within the nucleus whose magnitude, scaling
like Z3, is determined by the Fermi constant, GF = 2.2 10−14 a.u. Physical
consequences include optical rotation of polarized light transmitted by atomic
vapours, energy differences between enantiomeric forms of chiral molecules,
and nonvanishing probabilities for transitions that would otherwise be strictly
forbidden [128]. Elaborate RMBPT calculations [129] of the electronic struc-
ture of atomic Cs taking P-odd effects into account combined with precision
measurement of the tiny induced transition rates provided convincing evi-
dence for the internal consistency of the electroweak theory and verified that
the signal is proportional to the so-called weak charge of the nucleus. The de-
tection of a nuclear anapole moment, due to a nuclear spin-dependent P-odd
interaction, has provided further supporting evidence [130].

Only one example of a T-odd interaction, the decay of the neutral K0-
meson, is known. The standard electroweak model does not include such in-
teractions and several particle physics theories have been proposed to account
for it [131]. Several of these theories also propose PT-odd interactions, which
would have an experimental signature attributing a non-zero electric dipole
moment (edm) to the electron or to nucleons [132]. Sandars [133] was the first
to recognize that such weak spin-dependent interactions would be enhanced
by the strong internal electric field within polar molecules by mixing spin-
rotational states that are nearby in energy but that have opposite parity. A
high atomic number is needed for the necessary strong electric field, so that
a relativistic treament of the molecule is essential [134].

PT-odd effects in the ground state, 2Σ1/2, of the paramagnetic radical
YbF have been investigated by various methods [135, 136] in order to set lim-
its on any permanent EDM of the electron. The electronic matrix elements
closely resemble those of the M1 hyperfine interaction of 171Yb in YbF, so
that predictions of the hyperfine interaction constant have been used to as-
sess the reliability of the electronic PT-odd calculations. Similar calculations
have been made for nuclear PT-odd effects in the TlF molecule [137], with
the aim of setting limits on the EDM of the proton. The four component
DHF calculations are demanding; large basis sets are needed: for example,
31s31p15d8f3g in the case of Tl. Highly contracted basis elements are essen-
tial to get reliable wavefunctions near the (suitably modelled) nucleus whilst
long range functions are needed to model molecular bonding accurately.

There has been relatively little work on parity-violating energy differences
between enantiomers of chiral molecules. It has been suggested that differences
in the vibrational spectra of two enantiomers of handed molecues might be
detectable. A study by Lærdahl et al. [138] found the biggest such differences,
about 0.2 Hz, in chiral methane derivatives including an iodine substituent.
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In the case of CHBrClF, the difference for the C-Cl stretching mode is only 7
mHz, whilst for the C-F stretching mode it is only 2 mHz, some 3 to 4 orders
of magnitude smaller than could be measured in recent experiments.

1.5.5 High-precision spectroscopy of small molecules containing
light elements

Although it is natural to think of relativistic methods as being essential for
studying matter containing the heavier elements, some of the more striking
recent results have come from applications to molecules containing only light
elements. Calculations usually start from the Born-Oppenheimer approxima-
tion [139] in which the electrons move relative to a static nuclear skeleton.
A sequence of such calculations in which the skeleton is deformed gives a
potential energy hypersurface (PES) that can be used to determine the slow
nuclear motions adiabatically. The precision of nonrelativistic calculations of
the vibration-rotation spectra of light molecules is now so good that small
corrections to the Born-Oppenheimer (BO) PES must be considered: these
include adiabatic and nonadiabatic BO corrections and relativistic effects. A
recent review [140] compared perturbation estimates of the relativistic mass-
velocity and the Darwin one- and two-body corrections together with in small
molecules with the corrections obtained from four-component calculations us-
ing BERTHA and MOLFDIR together with estimates of one-body and two-
body Lamb shifts. BERTHA calculation [141] suggested that the two-electron
relativistic contributions have a substantial effect on the rotation-vibration
levels in H2O, and similar results were obtained for H2S [142]. The emis-
sion and absorption of light by water vapour is responsible for about 70%
of the absorption of sunlight in the Earth’s atmosphere and the majority of
the greenhouse effect [31]. Water is a major product of combustion and a
dominant constituent of the atmospheres of cool stars. Hence much effort has
been devoted to constructing as complete and accurate a model as possible
to predict the high-resolution water spectrum. Polyansky et al.’s study [31]
stressed that inclusion of relativistic and other corrections had improved the
accuracy of the ab initio PES of water by an order of magnitude compared
with previous work, predicting individual line positions with a typical accu-
racy of 0.2 cm−1. This somewhat unexpected conclusion suggests that there
is continued scope for relativistic calculations on molecules with light element
constituents, although the need to study molecules containing heavy atoms
remains a major factor motivating development of relativistic methods.
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Part II

Foundations



2

Relativistic wave equations for free particles

The topics presented in this chapter are indispensible foundations for the rel-
ativistic theory of atomic and molecular structure that are often taken for
granted by those whose main interest is in application of the theory. Section
2.1 gives a very brief account of the principles of the special theory of rela-
tivity that are applied throughout the book. The physical content of §2.2, the
Lorentz group, and §2.3, the Poincaré group, unifies the three sections on the
Klein-Gordon equation (for spin zero particles), the Dirac equation (for spin
1/2), and the Maxwell equations (for photons) that follow. Although §2.4–§2.6
can be read and largely understood without first reading the material on the
Lorentz and Poincaré groups, the reader is likely to find that he will need it
for a full understanding of the properties of these relativistic wave equations.
Similarly, the reader may wish initially to accept unread much of the content
of the two sections, §2.7 and §2.8, on local and global conservation laws as
consequences of the precious sections. The final section §2.9 sets up machinery
that will later become very familiar as we develop quantum electrodynamics
(QED) and the formalism of relativistic atomic and molecular structure.

2.1 The special theory of relativity

The special theory of relativity [1, 2] is fundamental to our treatment of
atomic and molecular structure. In flat space-time, contravariant vectors are
written

xµ = (x0, x1, x2, x3) = (x0,x)

with x0 = ct being the time-like component of the 4-vector and c the speed of
light, so that x0 has the dimension of length, putting it on the same footing as
the other components . We use a boldface letter, x to denote a 3-vector whose
components are the three space-like components of a contravariant 4-vector:

x = (x1, x2, x3) = (x, y, z).
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We suppose that each freely moving particle, or free particle, is equipped
notionally with some form of standard clock which measures time τ along the
particle’s space-time trajectory, its worldline, given by some equations of the
form

xµ = xµ(τ), µ = 0, 1, 2, 3. (2.1.1)

Each event in the particle’s history is therefore characterized by some value
of τ . The concept of an inertial observer, who can move in the same way as a
free particle, is convenient for setting down the principles of special relativity,
namely

• Free particles and photons appear to inertial observers to travel in straight
lines at constant speeds.

• Photons appear to inertial observers all to have the same constant speed,
denoted by c.

• Each inertial observer’s standard clock, from which he obtains the value of
τ , appears to any other inertial observer to run at a constant rate. However
the clocks of different observers do not necessarily run at the same rate.

• Free particles cannot travel faster than photons.

Thus photons are pictured in a similar fashion to free particles apart from their
constant speed in the inertial frame associated with each inertial observer. To
these assumptions we add the Principle of Relativity, which states that only
relative motion of inertial observers is detectable.

Thus the worldline of a free particle is given by

xµ = vµ τ + aµ, µ = 0, 1, 2, 3

where vµ and aµ are constants1. The requirement that free particles cannot
travel faster than photons can be expressed as

(v0)2 > (v1)2 + (v2)2 + (v3)2.

It follows that two events, coordinates xµ, yµ, on the worldline of a photon
are related by

(x0 − y0)2 − (x1 − y1)2 − (x2 − y2)2 − (x3 − y3)2 = 0. (2.1.2)

The metric coefficients gµν = gµν (µ, ν = 0, 1, 2, 3) are the elements of the
array

g =

⎛⎜⎜⎝
1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

⎞⎟⎟⎠ (2.1.3)

so that (2.1.2) can be expressed succinctly in terms of Einstein’s summation
convention,
1 We use Greek superscripts and subscripts to label space-time components.
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gµν (xµ − yµ)(xν − yν) = 0, (2.1.4)

in which paired sub- and superscripts are summed over all possible values
0, 1, 2, 3. So if O and O′ are two inertial observers who have set up coordi-
nate systems x and x′, it can be shown that the most general transformation
compatible with the assumptions is of the linear form

xµ = Λµ
ν x

′ ν + aµ. (2.1.5)

For the moment we shall consider only homogeneous Lorentz transformations
for which aµ = 0.

Define the scalar product of two 4-vectors Uµ, V ν by

U · V = gµνU
µV ν = U0V 0 −U ·V = U0V 0 − U iV i, (2.1.6)

where we use a summation convention over the space components, i = 1, 2, 3.
This definition ensures that U ·V is unchanged under Lorentz transformations.
For example, because photons appear to travel with the same constant speed
in every inertial frame, (2.1.4) must hold for the coordinates in every such
frame, so that

x′ · x′ = gµνx
′µx′ν = gµνΛ

µ
ρx

ρΛν
σx

σ = gρσx
ρxσ = x · x.

This requires
gµν = Λρ

µgρσΛ
σ

ν (2.1.7)

or, in matrix notation,
g = ΛT gΛ. (2.1.8)

where superscript T denotes the matrix transpose. It follows that the deter-
minant of the transformation matrix satisfies

(detΛ)2 = 1, detΛ = ±1

so that the transformation Λ is nonsingular, and its inverse is given by

Λ−1 = g−1ΛT g. (2.1.9)

Covectors are defined by

xµ = gµνx
ν = (x0,−x); (2.1.10)

from (2.1.9), covectors transform according to Λ−1 rather than Λ, and scalar
products (2.1.6) take the simple form

U · V = gµν U
µ V ν = Uµ V

µ = Uµ Vµ.

We shall also encounter 4-tensors, in particular second rank tensors Tµν ,
whose transformation law is
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Tµν = Λµ
ρ Λ

ν
σ T

′ ρσ.

As with 4-vectors, we can define tensors with a mix of contravariant and
covariant indices, for example the rank 2 tensor Tµ

ν = gρν T
µρ, in which the

covariant indices transform using Λ−1 instead of Λ. Tensors of higher ranks
with, say, p contra- and q covariant indices will also appear in this book.

The simple form of the Minkowski metric g, (2.1.3), means that the dis-
tinction between co- and contravariant indices is not very significant here,
except for algebraic book-keeping. It is quite a different matter in curvilinear
coordinate systems [3], which we need not consider in this book.

2.2 The Lorentz group

If Λ1 and Λ2 are two Lorentz transformations, then the matrix product, Λ =
Λ1Λ2 is also a Lorentz transformation: for by (2.1.8),

ΛT gΛ = (Λ1Λ2)T gΛ1Λ2 = ΛT
2 Λ

T
1 gΛ1Λ2 = ΛT

2 gΛ2 = g,

and detΛ = det(Λ1Λ2) = detΛ1 detΛ2 = ±1. Hence the set of Λ matrices
forms a regular matrix group (the Lorentz group, L) with respect to ordi-
nary matrix multiplication, designated SO(3,1) [4, Chapter 3] [5, 6]. Equation
(2.1.7) furnishes 10 constraints on the 16 components of the 4 × 4 matrix Λ;
the result is that each Λ in L can be indexed in terms of 6 free parameters.

A proper Lorentz transformation is characterized as having detΛ = 1; such
transformations can be generated by a succession of infinitesimal changes
in the parameters starting from the identity Λ = 1. They include (a) the
rotations, forming a proper subgroup, SO(3), of L, of the form

Λ(R) =
(

1 0
0T R

)
(2.2.1)

where 0 = (0, 0, 0) and R is a 3 × 3 orthogonal matrix; and (b) the boosts
consisting of all transformations which relate one frame of reference to another
moving with uniform relative speed v. In particular, a boost that leaves the
x2 and x3 axes invariant has the form

Λ(b1) =

⎛⎜⎜⎝
coshβ − sinhβ 0 0
− sinhβ coshβ 0 0

0 0 1 0
0 0 0 1

⎞⎟⎟⎠ (2.2.2)

where
tanhβ =

v

c
.

A general proper Lorentz transformation can be constructed by combining
two or more of these elements.
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The Lorentz transformations can be divided into four classes, characterized
by the sign of detΛ and by whether Λ0

0 ≥ 1 or Λ0
0 ≤ −1, distinguished by

the fact that it is impossible to pass from one class to another by smoothly
varying the parameters:

1. L↑
+: The proper, orthochronous transformations, which transform positive

time-like vectors into positive time-like vectors, have detΛ = 1, Λ0
0 ≥ 1.

2. L↑
−: detΛ = −1, Λ0

0 ≥ 1. These are obtained from the proper Lorentz
transformations by a space inversion: x0 → x0,x → −x.

3. L↓
−: detΛ = −1, Λ0

0 ≤ −1. These are obtained from the proper Lorentz
transformations by a time inversion: x0 → −x0,x → x.

4. L↓
+: detΛ = 1, Λ0

0 ≤ −1. These are obtained from the proper Lorentz
transformations by both space and time inversions: xµ → −xµ, µ =
0, 1, 2, 3.

2.2.1 ∗ Spinor representation of Lorentz transformations

The group SL(2,C) of complex linear transformations of unit determinant in
two-dimensional spinor space acts as the universal covering group for L↑

+. We
denote the Pauli spin matrices by

σ1 :=
(

0 1
1 0

)
, σ2 :=

(
0 −i
i 0

)
, σ3 :=

(
1 0
0 −1

)
(2.2.3)

together with the identity matrix

σ0 :=
(

1 0
0 1

)
and define the Hermitian matrix

X := xµσµ =
(
x0 + x3 x1 − ix2

x1 + ix2 x0 − x3

)
(2.2.4)

The condition that this matrix be Hermitian is necessary and sufficient to
ensure that the xµ are real. It follows immediately that

detX = (x0)2 − (x1)2 − (x2)2 − (x3)2 = xµxµ (2.2.5)

is Lorentz invariant, and because

xµyµ =
1
2

[det(X + Y )− detX − detY ],

so are all scalar products of four vectors. We conclude that given any complex
2 × 2 matrix U with unit determinant, detU = 1, we can find a proper
orthochronous Lorentz transformation Λ(U) such that

X ′ = UXU† = [Λ(U)x]µ σµ. (2.2.6)
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The neatest way to exhibit this correspondence uses the fact that every com-
plex matrix U can be written

U = uµσµ, uµ ∈ C;

so that
uµuµ = detU = 1,

by (2.2.5). Thus only 6 of the 8 real numbers comprising the elements of
a complex 2 × 2 matrix are independent, corresponding to the number of
parameters need to specify a Lorentz transformation. Because

σiσj = δij + iεijkσk, and [σ0, σi] = 0 (2.2.7)

the Pauli matrices anticommute,

{σi, σj} = 2δij , (2.2.8)

so that
tr σµ = 2δµ0, tr σµσν = 2δµν . (2.2.9)

Applying (2.2.9) to (2.2.4) we see that

xµ =
1
2

tr (σµX) (2.2.10)

so that the result of a Lorentz transformation gives components

x′µ =
1
2

tr (σµX
′) =

1
2

tr (σµUXU
†) =

1
2

tr (σµUσνU
†)xν

from which we get

Λµ
ν(U) =

1
2

tr (σµUσνU
†). (2.2.11)

It remains to verify that Λµ
ν(U) satisfies the group multiplication law of L↑

+.
This follows directly from (2.2.11) with the aid of the result

tr (Uσµ) tr (σµU
′) = 2 tr (UU ′).

A convenient parametrization is

U = σ0 cos
1
2
ϕ+ in · σ sin

1
2
ϕ (2.2.12)

where n is a unit vector in R3 and ϕ may be complex. Then

U−1 = σ0 cos
1
2
ϕ− in · σ sin

1
2
ϕ,

U† = σ0

(
cos

1
2
ϕ

)∗
− in∗ · σ

(
sin

1
2
ϕ

)∗
.

(2.2.13)
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The subgroup SU(2)⊂ SL(2,C) consists of all elements of SL(2,C) such that
U† = U−1, namely

Un(ϕ) = σ0 cos
1
2
ϕ+ in · σ sin

1
2
ϕ, ϕ ∈ R, n ∈ R3. (2.2.14)

This corresponds to rotations through an angle ϕ about the real axis n in
R3 as studied in Appendix B.3 and is double valued. Alternatively, we can
require U to be Hermitian, U = U†, which leads to

Un(β) = σ0 cosh
1
2
β + in · σ sinh

1
2
β (2.2.15)

corresponding to a Lorentz boost (2.2.2). Examination of the dependence of
Λ(U) on the components uµ shows that Λ0

0 > 0, so that this construction
covers only L↑

+. However, the identity in L↑
+ can be generated with (u0,u) =

(±1,0), showing once again the two-valued character of the homomorphism.

2.2.2 ∗ Infinitesimal Lorentz transformations and their generators

Infinitesimal proper Lorentz transformations are close to the identity in L↑
+,

and we can write
Λµ

ν = δµ
ν + ελµ

ν + · · · , (2.2.16)

where δµ
ν takes the value 1 if µ = ν and zero otherwise, or

Λµν = gµν + ελµν + · · ·

where ε is a real parameter and (2.1.8) is satisfied to O(ε2) if λµν = −λνµ.
To determine these infinitesimal generators, consider first the 3-dimensional
rotations (2.2.1). A rotation about the x3-axis through an angle θ in the plane
of x1 and x2 is defined by

Λ(θ)12 =

⎛⎜⎜⎝
1 0 0 0
0 cos θ sin θ 0
0 − sin θ cos θ 0
0 0 0 1

⎞⎟⎟⎠
which can be expanded in powers of θ to give an expression of the form (2.2.16)
with the infinitesimal generator matrix

(λµ
ν)12 =

⎛⎜⎜⎝
0 0 0 0
0 0 1 0
0 −1 0 0
0 0 0 0

⎞⎟⎟⎠ (2.2.17)

where µ labels rows, ν labels columns, the superscripts 12 label the plane
of rotation, and ε is replaced by θ. Similar matrices can be constructed for



70 2 Relativistic wave equations for free particles

rotations about each of the other space axes. The standard boost (2.2.2) along
the x1 axis has the infinitesimal generator

(λµ
ν)01 =

⎛⎜⎜⎝
0 −1 0 0

−1 0 0 0
0 0 0 0
0 0 0 0

⎞⎟⎟⎠ (2.2.18)

where the superscripts 01 show that the boost operates in the plane of x0

and x1, and ε is replaced by β. If the collection of infinitesimal generators are
designated Mµ

ν , then we can define

Mµν = −Mνµ

and an arbitrary infinitesimal Lorentz transformation can be expressed as

Λ(ε) = I +
1
2
εµνMµν (2.2.19)

where the infinitesimal parameters satisfy εµν = −ενµ of which only 6 are
independent.

The infinitesimal generators satisfy the commutation relations

[Mµν ,Mρσ] = gµρMνσ + gνσMµρ − gµσMνρ − gνρMµσ (2.2.20)

Whilst this looks complicated, the fact that the metric coefficient gµν vanishes
unless µ = ν means that the right-hand side of (2.2.20) is non-zero only when,
say, µ = σ; in this case the right hand side reduces to ±Mνρ. All other
commutators vanish.

2.2.3 ∗ Representations of the Lorentz group

Let G be a group with elements g1, g2, . . . and identity e, and let S be a linear
vector space. A set of linear operators T (gi) : S → S is said to generate a
representation of G if T (e) = E, where E is the identity in S, and if for any
pair of elements g1, g2 ∈ G,

T (g1)T (g2) = T (g1g2).

If the representation space S has finite dimension s, then the representation is
said to be s-dimensional. In general, several group elements can map into the
same operator, the extreme case being the identity representation when T (g) =
E, ∀g ∈ G. The representation is said to be faithful when the representation
is one-to-one.

Let D(Λ) be a representation of the Lorentz group, and denote the in-
finitesimal generators of the representation by Mµν . When Λ has the form
(2.2.19), it is represented by
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D = I +
1
2
i εµνMµν (2.2.21)

where, following from (2.2.20), the operators Mµν satisfy

[Mµν , Mρσ] = −i (gµρMνσ + gνσMµρ − gµσMνρ − gνρMµσ) . (2.2.22)

Thus to find the representations of the Lorentz group we must identify all
possible realizations of these commutation relations.

The Lorentz group has irreducible representations that have both finite
and infinite dimension. To construct finite dimensional irreducible represen-
tations, we note that the operators

J = (M23,M31,M12), K = (M01,M02,M03), (2.2.23)

have the commutation relations

[Ji, Jj ] = iεijkJk, [Ki,Kj ] = −iεijkJk, [Ji,Kj ] = iεijkKk, (2.2.24)

where εijk is the Levi-Civita symbol, taking the value +1 or -1 according as
ijk is an even or odd permutation of 123, and zero otherwise. There are two
operators, the Casimir operators, which commute with all operators of the
representation, namely

C1 =
1
2
MµνM

µν = J2 −K2, C2 =
1
4
εµνρσMµνMρσ = 2J ·K. (2.2.25)

These are therefore group invariants, and, by Schur’s first lemma [6, §4.8], are
multiples of the identity in any irreducible representation. We can therefore
use the values of C1 and C2 of to label each irreducible representation.

The combinations

J ′ =
1
2
(J + iK), K ′ =

1
2
(J − iK) (2.2.26)

have commutation relations

[J ′
i , J

′
j ] = iεijkJ

′
k, [K ′

i,K
′
j ] = iεijkK

′
k, [J ′

i ,K
′
j ] = 0. (2.2.27)

The operator sets J ′
i , i = 1, 2, 3 and K ′

i, i = 1, 2, 3 thus satisfy the standard
commutation relations for angular momentum operators [6, §7.4]. The J ′

i , i =
1, 2, 3 have an irreducible representation of integer dimension 2j + 1 spanned
by the vectors |j,m〉, m = −j,−j − 1, . . . , j. If J ′

± = J ′
1 ± iJ ′

2, J ′2 = J ′
1
2 +

J ′
2
2 + J ′

3
2, then

J ′2 |j,m〉 = j(j + 1) |j,m〉
J ′

3 |j,m〉 = m |j,m〉, (2.2.28)

J ′
± |j,m〉 =

√
j(j + 1)−m(m± 1) |j,m± 1〉,
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where j can take values 0, 1/2, 1, 3/2, . . .. Because J ′
i and K ′

j commute for
all pairs of subscripts i, j, the infinitesimal generators possess irreducible rep-
resentations of finite rank (2j + 1)(2j′ + 1) which we can label D(j,j′). The
Casimir operators for this representation have the values

C1 = 2[j(j + 1) + j′(j′ + 1)], C2 = −2i[j(j + 1)− j′(j′ + 1)].

We consider the simplest cases:

• D(0,0): This has rank 1; the infinitesimal generators are all null. Objects
belonging to this trivial representation are therefore relativistic scalars.

• D( 1
2 ,0) and D(0, 1

2 ): These are two-dimensional conjugate spinor represen-
tations. They are inequivalent, since the infinitesimal operators have the
realizations

D( 1
2 ,0) : Jk = 1

2σk Kk = −1
2
iσk

D(0, 1
2 ) : Jk = 1

2σk Ki = +
1
2
iσk

where the σk are Pauli matrices (2.2.3).
• D(1,1): This has rank 4, and the representation consists of four component

vectors. The matrices represented by (2.2.17) and (2.2.18) generate the
infinitesimal operators of this representation.

The improper operations of space inversion, Is, and time inversion, It satisfy
commutation ([ · , · ]) and anticommutation ({ · , · }) relations

[Ist, Ji] = [Its,Ki] = 0,
{It,Ki} = [It, Ji] = 0, (2.2.29)
{Is,Ki} = [Is, Ji] = 0.

Consequently operators J ′,K ′ defined in (2.2.26) satisfy

IsK
′ = J ′Is, ItK

′ = J ′It. (2.2.30)

If we now adjoin Is to the proper orthochronous Lorentz group to generate
the set L↑

−, we find that a basis vector |jm, j′m′〉 in D(j,j′), with j �= j′ is
mapped by Is into a multiple of |j′m′, jm〉; for

J ′
3Is|jm, j′m′〉 = IsK

′
3|jm, j′m′〉 = m′Is|jm, j′m′〉.

It follows that |j′m′, jm〉 and Is|jm, j′m′〉 transform under different irre-
ducible representations. If V jj′

denotes the vector space associated withD(j,j′)

and j �= j′, then the space V jj′ ⊕ V j′j of dimension 2(2j + 1)(2j′ + 1) will be
an irreducible vector space for the improper orthochronous Lorentz group.

This does not exhaust the catalogue of irreducible representations of the
Lorentz group. Hermitian representations are necessarily infinite dimensional;
they can be parametrized by setting
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2j + 1 = k + ic, 2j′ + 1 = −k + ic

where k is an integer and c is real, so that the Casimir operators of the
representation take the values

C1 = c2 + 1− k2, C2 = ck.

Unitary representations also exist with

2j + 1 = 2j′ + 1 = c, |c| ≤ 1
2
.

These are of no interest in this book.

2.3 The Poincaré group

The Poincaré (or inhomogeneous Lorentz) group consists of all coordinate
transformations L = {a, Λ} of the form

x′µ = (Lx)µ = Λµ
νx

ν + aµ (2.3.1)

where Λ is a homogeneous Lorentz transformation as described in §2.2. If L̄ =
{ā, Λ̄} is a second such transformation, then we have the law of composition

L̄ L = {Λ̄ a+ ā, Λ̄Λ}. (2.3.2)

Evidently {0,1}, where 1 is the 4 × 4 identity matrix, plays the part of the
identity, and it is easy to verify that these coordinate transformations generate
a group.

Close to the identity, (2.3.1) may be written

x′µ = xµ + εµν x
ν + εµ, εµν = −ενµ

so that the infinitesimal operators in a group representation have the general
form

D = 1 +
1
2
i εµν Mµν + i εµPµ (2.3.3)

where, if ∂µ denotes the partial derivative with respect to xµ,

Pµ = i∂µ, Mµν = xµPν − xνPµ = −Mνµ.

Thus the 6 independent operators Mµν are supplemented by the 4 operators
Pµ, so the the Poincaré group has 10 parameters. The Lorentz group commu-
tators (2.2.22),

[Mµν , Mρσ] = −i (gµρMνσ + gνσMµρ − gµσMνρ − gνρMµσ) , (2.3.4)

must be augmented [7, 8, 9] by
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[Pµ, Pν ] = 0, [Mµν , Pσ] = i (gνσPµ − gµσPν) . (2.3.5)

Wigner [7] and Shirokov [9] introduce the vector

gµ = Mµν P
ν (2.3.6)

and the pseudovector

wµ =
1
2
εµνρσM

νρPσ, (2.3.7)

where εµνρσ, takes the value +1 if µνρσ is an even permutation of 0123, -1 if
it is an odd permutation and zero otherwise. Because

gµ P
µ = 0, wµ P

µ = 0, (2.3.8)

only 6 of the 8 components of gµ and wµ are independent, so that we can
replace the 6 independent operators Mµν by these vectors, using

Mµν = (gµPν − gνPµ + εµνρσP
ρ wσ) /C1, (2.3.9)

where C1 is one of the two Casimir invariants,

C1 = Pµ P
µ, C2 = wµ w

µ. (2.3.10)

In terms of the original set of operators,

C2 = MµσM
νσ PµPν −

1
2
Mµν M

µν PσPσ.

The commutation relations are

[Mµν , wρ] = i (gνρwµ − gµρwν) , (2.3.11)
[wµ, Pν ] = 0, [gµ, wν ] = iwµPν , [wµ, wν ] = iεµνρσw

ρPσ, (2.3.12)
[gµ, Pν ] = i (PµPν − gµνC1) , [gµ, gν ] = iMµνC1. (2.3.13)

These relations are easier to understand if we rewrite these equations in terms
of the 3-vectors J and K defined in (2.2.23) along with the 3-vector P =
(P1, P2, P3) and H/c = P0. This gives the set of commutators

[Ji, Jj ] = +iεijkJk, [Ji,Kj ] = +iεijkKk [Ki,Kj ] = −iεijkJk, (2.3.14)
[Ji, Pj ] = +iεijkPk, [Ki, Pj ] = +iδijH, (2.3.15)

[Ji, H] = 0, [Ki, H] = iPi. (2.3.16)

For a free particle we can interpret the operator P as its linear momentum,
H = cP0 as its kinetic energy, J (the infinitesimal operator connected with
spatial rotation) as its angular momentum, and K with boosts. The remaining
generators are

wµ = (P · J , P0J + P ×K), (2.3.17)

gµ = (−K · P , P0K − J × P ).
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2.3.1 ∗ Representations of the Poincaré group

Construction of the irreducible representations of the Poincaré group requires
a complete set of six commuting operators. The two Casimir operators provide
two of the set and, in view of (2.3.12), it is convenient to choose the others
to be the three components of P and one of the components of wµ, say w3,
whose eigenvalues then label the basis vectors of the representation. We write
these vectors |C1, C2; p, σ〉, where p denotes the eigenvalues of P and σ is
proportional to the eigenvalue of w3. It follows that when C1 and C2 have
been specified, and

P |C1, C2; p, σ〉 = p |C1, C2; p, σ〉

then, since C1 = PµP
µ = (P 0)2 − P 2 and H = cP 0,

H |C1, C2; p, σ〉 = ± c
√
C1 + p2 |C1, C2; p, σ〉

Table 2.1 shows the three separate types of irreducible representation cor-
responding to the sign and magnitude of C1 = PµP

µ in keeping with the
physical interpretation of Pµ as the 4-momentum of a particle. The first two

Table 2.1. Irreducible representations of the Poincaré group

Class

Pm Pµ time-like: C1 > 0
P0 Pµ null: C1 = 0, P 0 �= 0
Pπ Pµ space-like: C1 < 0

classes, C1 = m2c2 ≥ 0, are the most interesting, as we can interpret m as a
particle rest mass. In the class Pm, we have

C1 = H2/c2 − p2 := m2c2

so that

H = ±c
√
m2c2 + p2 (2.3.18)

The sign of H is an invariant, and therefore we can define a third invariant
operator

C3 := sgn H = ±1 (2.3.19)

As C2 is an invariant, we can calculate its value in any convenient frame, in
particular the rest frame of the particle in which p = 0 and so H = mc2.
From (2.3.17) we see that in this case

wµ = (0,mcJ), C2 = −wµw
µ = m2c2J2
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so that the space-like part of wµ is proportional to J in the particle rest frame.
According to (2.3.14), the components of wµ satisfy the usual commutation
relations for angular momentum operators, so that the states can be classified
in terms of the eigenvalues of J2 and of J3. Thus the quantum numbers we
need are

C2 = m2c2s(s+ 1), s = 0,
1
2
, 1,

3
2
, . . . (2.3.20)

and
σ = −s,−s+ 1, . . . , s− 1, s.

Because the pair s, σ refer to a particle at rest, we interpret this as the intrinsic
angular momentum or spin of the particle. In sum, a free particle with rest
mass m and spin s has an irreducible representation space with basis vectors
|p, σ〉, σ = −s,−s+ 1, . . . , s− 1, s.

The class P0 corresponds to rest mass m = 0 (C1 = 0). If C2 also vanishes,
we have that both Pµ and wµ are null vectors such that, (2.3.17), Pµwµ = 0.
So we can set wµ = σPµ; again using (2.3.17) we find that the eigenvalues of
σ are

σ = p · J/p0. (2.3.21)

Because pµ is a null vector, (p0)2 = p2, so that (2.3.21) identifies σ as the
helicity of the particle, defined as its component of the intrinsic angular mo-
mentum along the particle’s momentum vector. When σ �= 0, there are two
independent states corresponding to two different polarizations, one parallel,
the other anti-parallel to the motion. When σ = 0, there is only one such
state.

The helicity of a massless particle is a Lorentz invariant quantity, hav-
ing the same value in every inertial frame. We shall see below that particles
of opposite helicity are related by space inversion. Because electromagnetic
forces have space inversion symmetry, the massless particles with helicity ±1
associated with electromagnetic phenomena are called photons. Similarly, the
massless particles with helicity ±2 believed to be associated with gravitation,
which also has space inversion symmetry, are called gravitons. However, the
supposedly massless particles emitted in nuclear beta decays have helicity ± 1

2 .
Apart from gravitation, they have no interactions that respect space inversion
symmetry, and they are therefore distinguished by calling those with helicity
+ 1

2 neutrinos, and those with helicity − 1
2 antineutrinos.

There exist more representations when C2 > 0. These are infinite-
dimensional in the spin variable, so that the corresponding polarization is
a continuous variable. Such representations appear not to have any counter-
part in the real world, and we need not consider them further. Similarly, we
can rule out the class Pπ, having C1 < 0, on the grounds that then we can
always find an inertial frame in which the energy p0 becomes arbitrarily large.
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2.3.2 ∗ Space and time reflections

When the improper operations of space and time reflection are included, the
full Poincaré group, like the Lorentz group, has four disjoint components only
one of which is connected to the identity. The others are obtained from the
continuous component by adjoining the discrete operators P and T of space
and time reflection

Pµ
ν =

⎛⎜⎜⎝
1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

⎞⎟⎟⎠ , T µ
ν =

⎛⎜⎜⎝
−1 0 0 0

0 1 0 0
0 0 1 0
0 0 0 1

⎞⎟⎟⎠ (2.3.22)

to the operations of the proper orthochronous Poincaré group P↑
+. Let us

denote a representation of the Poincaré group by D(L), where L = {a, Λ}
satisfies the composition law (2.3.2). Then the operators of the representation
must satisfy

D(L̄)D(L) = D(L̄L).

Suppose that P and T have the representations

P = D({0,P}), T = D({0, T }).

Then if L = {a, Λ} is an arbitrary proper orthochronous transformation, we
should expect that

PD(L)P−1 = D({Pa,PΛP−1}) (2.3.23)

and
TD(L)T−1 = D({T a, T ΛT −1}) (2.3.24)

if our description is to be invariant with respect to space and time reflections.
When D(L) is the infinitesimal transformation of (2.3.3) these relations give

P iMµν P−1 = iPρ
µPσ

ν Mρσ, P iPµ P−1 = iPρ
µ P ρ (2.3.25)

T iMµν T−1 = i Tρ
µTσ

ν Mρσ, T iPµ T−1 = i Tρ
µ P ρ. (2.3.26)

Before we can extract the commutation rules from these results, we have to
decide whether P and T are linear and unitary or antilinear and antiunitary;
definitions in Appendix B.1.7. Consider P first. Then, using (2.3.22) we see
that

P iP 0 P−1 = iP 0.

If P is unitary, then we can cancel i on both sides and we get PP 0 P−1 = P 0,
so that P and P 0 = H commute. If, on the other hand, P is antiunitary, then
complex conjugation is required which would make P anticommute with H.
Suppose that ψ is an eigenstate of H with energy E > 0; then if P and H
anticommute we should have
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PEψ = PHψ = −H Pψ

so that Pψ would be an eigenstate of H with energy −E < 0. If ψ belongs
to the particle representation characterized by mass m and spin s, then Pψ
belongs to a different representation with the opposite sign of H. We prevent
this by choosing P to be unitary. Applying the same argument to T forces us
to choose it to be antiunitary. Taking account of (2.2.23), we find

[P, H] = 0, {P,P } = 0, [P,J ] = 0, {P,K} = 0, (2.3.27)

and

[T, H] = 0, {T,P } = 0, {T,J} = 0, [T,K] = 0. (2.3.28)

This seems physically reasonable: P reverses the sense of P and K whilst J ,
which must transform like the vector product r × p, is left unchanged. Simi-
larly, T reverses the sense of P and of J , consistent with the observation that
an observer would see bodies spinning in the opposite sense after a time rever-
sal. It is easy to check the consistency of this choice with other commutation
relations.

Suppose now that Ψ(x) is a smooth function of the space-time coordinate
x; then

Ψ(x+X) = exp (iX · p)Ψ(x)

which is formally equivalent to Taylor’s theorem if we write, as usual in quan-
tum mechanics,

pµ = i
∂

∂xµ
.

Because p0 = H/c and x0 = ct, we see that

HΨ(x) = cp0Ψ(x) = i
∂Ψ

∂t
(2.3.29)

which has the form of a Schrödinger equation. Our construction ensures that
if Ψ(x) satisfies (2.3.29), then because D(L)Ψ(x) is in the same representation
space when L is in the proper orthochronous Poincaré group P↑

+, D(L)Ψ(x)
also satisfies (2.3.29). However, things are more complicated with the opera-
tors P and T.

Again we consider P first. Because it is a unitary operator, we must have
in general

PΨ(ct,x) = eiαΨ(ct,−x) (2.3.30)

where α is some real number. Clearly we are dealing with a ray representation
in which Ψ and eiαΨ represent the same state. It follows that Ψ(ct,−x) and
Ψ(ct,x) both belong to the same representation (m, s) and satisfy the same
Schrödinger equation (2.3.29). It follows from (2.3.30) that

P2 ∼ 1 (2.3.31)
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since two inversions multiply the original Ψ(ct,x) by a complex factor of unit
modulus, denoted by the symbol ∼.

The treatment of time inversion is more complicated. The corresponding
relation to (2.3.30) is

TΨ(ct,x) = τΨ∗(−ct,x) (2.3.32)

where τ is a matrix of dimension (2s+ 1)× (2s+ 1), such that

τs∗τ−1 = −s. (2.3.33)

Such a matrix exists because the matrices −s∗ and s have the same commu-
tation relations. There is only one irreducible representation of spin operators
of dimension 2s+1, so that the two representations must be equivalent. Thus
τ∗−1τ commutes with all the components of s, and by Schur’s first lemma
([6, §4.8]) is a multiple of the identity. Hence

T2 ∼ 1 (2.3.34)

It can also be shown that τ is defined up to an arbitrary phase factor and must
be a symmetric matrix when s is an integer, and anti-symmetric otherwise.

The scheme just outlined does not encompass the usual relativistic wave
equations for which a representation space that admits a unitary represen-
tation of the full Poincaré group is needed. In addition to the Wigner time
reflection operator T satisfying (2.3.28), we introduce the Pauli operator Z
satisfying

{Z, H} = [Z,P ] = {Z,K} = [Z,J ] = 0, (2.3.35)

along with
ZP ∼ PZ, Z2 ∼ 1.

We also need the antiunitary charge conjugation operator C, defined by

C := ZT, (2.3.36)

which commutes with all the generators of P↑
+:

[C, H] = [C,P ] = [C,K] = [Z,J ] = 0. (2.3.37)

If we also assume
TZ ∼ ZT

then
CP ∼ PC, CT ∼ TC, CZ ∼ ZC, C2 ∼ 1. (2.3.38)

Because Z and H commute, the eigenvalues of H must now occur in pairs of
equal and opposite sign. We can then accomodate all the improper operations
in a unitary representation for (m, s) by doubling the dimension to 2(2s+ 1).
Following Foldy [10] we choose a coordinate representation space on functions
Ψ(ct,x) with inner product
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Ψ

′†(ct,x)Ψ(ct,x) d3x (2.3.39)

on which the infinitesimal operators are realized by

H := cp0 = βE (2.3.40)
P := p = −i∇ (2.3.41)
J := L + S (2.3.42)

K := β
1
2c

(xE + Ex)− β cS × p

mc2 + E
− ctp (2.3.43)

where L = x× p as usual and from (2.3.18) and (2.3.19)

E2 = c2p2 +m2c4.

All matrices have dimension 2(2s + 1) × 2(2s + 1), and may be partitioned
into (2s+ 1)× (2s+ 1) blocks, for example

β :=
(
I 0
0 −I

)
, S :=

(
s 0
0 s

)
.

The realization of the improper operators is

PΨ(ct,x) = σΨ(ct,−x) (2.3.44)
ZΨ(ct,x) = ζΨ(−ct,x) (2.3.45)
TΨ(ct,x) = τΨ∗(−ct,x) (2.3.46)
CΨ(ct,x) = ZTΨ(ct,x) = κΨ∗(−ct,x), (2.3.47)

where the matrices have the block structure

σ = eiθπ

(
Is 0
0 Is

)
, ζ = eiθz

(
0 Is
Is 0

)
,

τ =
(
τs 0
0 ±τs

)
, κ = ζτ = eiθz

(
0 ±τs
τs 0

)
in which Is is the (2s + 1) × (2s + 1) identity and τs is a matrix satisfying
(2.3.33),(2.3.34). The phases and the signs may be assigned independently. It
follows that

{ζ, β} = [ζ,S] = 0, ζσ ∼ σζ, ζ2 ∼ I
where I is the 2(2s+ 1)× 2(2s+ 1) identity, whilst

τβ∗τ−1 = β, τS∗τ−1 = −S, τσ∗τ−1 ∼ σ, τζ∗τ−1 ∼ ζ, ττ∗ ∼ 1.

The selection of a canonical form for strongly invariant wave equations requires
the phases to be defined:

β = β†, β2 = σσ† = ζζ† = I, σ2 ∼ I, ζ2 ∼ I, ζσ ∼ σζ (2.3.48)
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S = S†, [Si, Sj ] = iεijkSk (2.3.49)

[β,S] = [σ,S] = [ζ,S] = 0, [β, σ] = {β, ζ} = 0 (2.3.50)

It follows that β has eigenvalues ±1 and that if ψ is an eigenvector belonging
to eigenvalue +1, then ζψ is an eigenvector belonging to eigenvalue -1, so that
the representation space always has even dimension. For T,Z we have

ττ † = I, τβ∗τ−1 = β, τS∗τ−1 = −S,

ττ∗ ∼ I, τσ∗τ−1 ∼ σ, τζ∗τ−1 ∼ ζ

κκ† = I, κβ∗κ−1 = −β, κS∗κ−1 = −S,

κκ∗ ∼ I, κσ∗κ−1 ∼ σ, κζ∗κ−1 ∼ ζ, κτ∗ ∼ τκ∗.

The canonical equations are invariant under similarity transformations of the
form

ξ → UξU−1, ξ = β, σ, ζ,S

and
ξ = ξ → UξU∗−1, ξ = κ, τ

where U commutes with both x and p. This defines an equivalence class of
representations in which any member can be transformed into the canonical
form. An example is Dirac’s equation for spin 1

2 particles for which the relevant
transformation was obtained by Foldy and Wouthuysen [11].

2.4 The Klein-Gordon equation

For a particle with mass m > 0 and spin s = 0, the relation

E2 = c2p2 +m2c4 (2.4.1)

combined with the correspondence principle identification pµ = i∂µ leads
immediately to the equation (

� +m2c2
)
φ(x) = 0, (2.4.2)

� := pµp
µ =

1
c2
∂2

∂t2
−∇2.

Although this equation is associated with the names of Klein and Gordon,
it was proposed independently by several other people. Indeed Schrödinger
wrote it down along with his more familiar non-relativistic wave equation.
The differential operator

(
� +m2c2

)
is Lorentz invariant, and the amplitude

φ(x) transforms under an inhomogeneous Lorentz transformation, x′ = Λx+a,
to

φ′(x′) = φ(x)
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or
φ′(x) = φ

(
Λ−1(x− a)

)
(2.4.3)

The equation (2.4.1) makes it clear that solutions exist with both positive and
negative energies: Ep = cp0 = ±

√
p2 +m2c2.

Every acceptable wave equation must admit the existence of a four-current
density, jµ, satisfying a continuity equation

∂µj
µ = 0, j0 = cρ, j = (j1, j2, j3) (2.4.4)

where ρ(x) is the density at the space-time point x and j is the associated cur-
rent. This equation expresses the conservation of matter and is clearly Lorentz
invariant provided jµ is a genuine four vector. In more familiar nonrelativistic
notation (2.4.4) reads

∂ρ

∂t
+ div j = 0. (2.4.5)

To find jµ we proceed as in nonrelativistic wave mechanics to write down the
equation

φ∗ (� +m2c2
)
φ(x)− φ

(
� +m2c2

)
φ∗(x) = 0,

which can be simplified to read

∂µ (φ∗∂µφ− ∂µφ∗.φ) = 0,

suggesting that we define the four-current density as

jµ =
i

2m
(φ∗∂µφ− ∂µφ∗.φ) , (2.4.6)

in which the pre-factor has been chosen so that the space-like components, j,
have the same form as in nonrelativistic theory. It follows that the density, ρ,
is represented by

ρ =
j0

c
=

i

2mc
(
φ∗∂0φ− ∂0φ∗.φ

)
=

i

2mc2

(
φ∗ ∂φ

∂t
− ∂φ∗

∂t
φ

)
(2.4.7)

The Klein-Gordon equation has plane wave solutions of the form

φ(x) = A e−ikµxµ

, kµk
µ = m2c2, (2.4.8)

and then
ic ∂0φ(x) = Ek = ±

√
c2k2 +m2c4.

Substituting into (2.4.7), we see that

ρ =
Ek
mc2

φ∗φ (2.4.9)

so that the sign of ρ depends on the sign of the energy.
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The fact that expression (2.4.7) is not positive definite, and so can hardly
represent a probability density, was a major obstacle to acceptance of the
Klein-Gordon equation when it was first introduced. The indefinite sign of
the energy E appears connected with the appearance of second order time
derivatives in the Klein-Gordon equation (2.4.2). The initial value solution
of the equation thus requires both φ and ∂0φ to be given initially, whereas
ordinary quantum theory, in which only a first order time derivative appears,
just needs the value of φ. Dirac’s equation [12, 13] for s = 1/2 grew out of
a search for an acceptable relativistic wave equation that was first order in
time. Although it was easy to define a positive definite probability density for
Dirac’s equation, it also possessed negative energy states that were difficult
to understand until the discovery of the positron in 1932 [14] made it feasible
to interpret them in terms of states of anti-particles.

We can put the Klein-Gordon equation into the Foldy canonical form
(2.3.40) for s = 0 by considering the two-component expression

χ(x) =
(
χ1(x)
χ2(x)

)
, (2.4.10)

where ψ satisfies (2.4.2), E = +
√
m2c2 + p2, p0 = i∂0, and

χ1(x) =
−i√

2

(
E−1/2ic∂0ψ + E1/2ψ

)
χ2(x) =

−i√
2

(
E−1/2ic∂0ψ − E1/2ψ

)
It follows that χ(x) is a basis vector for the 2-dimensional (s = 0) represen-
tation of the full Poincaré group since

Hχ = ic∂0χ = βEχ

Piχ = i∂iχ, i = 1, 2, 3,
Jiχ = Liχ i = 1, 2, 3,

Kiχ =
[

1
2c
β(xiE + Exi) + ict∂i

]
χ i = 1, 2, 3,

in which Li = (x× p)i, and

β =
(

1 0
0 −1

)
, σ = ±I, ζ = κ =

(
0 1
1 0

)
, τ = I,

where I is the 2×2 identity matrix. Particles whose properties are represented
by taking σ = +1 are said to be scalar whilst those whose amplitudes change
sign under P, σ = −1 are said to be pseudoscalar. If we substitute (2.4.8)
in (2.4.10), we find that plane wave solutions χ+(x) for positive energy and
χ−(x) for negative energy are independent:
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χ+(x) = A

(
e−ikµxµ

0

)
, χ−(x) = A

(
0

e−ikµxµ

)
. (2.4.11)

Let
χ+(ct,x)c := Cχ+(ct,x) = κχ∗

+(ct,x)

be the result of applying the charge conjugation transformation to χ+(x) so
that

χ+(ct,x)c = A∗
(

0
e+ikµxµ

)
which is the same as χ−(x) with the signs of E and k reversed.

So far we have considered only neutral particles with zero spin. To describe
charged particles, we make the usual minimal coupling substitution

Pµ → Πµ := Pµ − qAµ (2.4.12)

where Aµ is the four-potential of some external electromagnetic field and q is
the particle’s charge. This leads to the wave equation(

ΠµΠ
µ +m2c2

)
φ(x) = 0. (2.4.13)

It now makes more sense to replace the particle four-current density (2.4.6)
with an electric charge-current density

jµ =
iq

2m
(φ∗∂µφ− ∂µφ∗.φ)− q2

m
Aµφ∗φ, (2.4.14)

which presents even more formidable problems of intepretation than (2.4.6).
Thus the charge density becomes

ρ =
j0

c
=

iq

2mc
(
φ∗∂0φ− ∂0φ∗.φ

)
− q2

mc
A0φ∗φ, (2.4.15)

which includes the A0 component of the four-potential. Suppose that the
space-like part, A = 0, and that A0 is independent of time in the cho-
sen frame of reference. Then we expect to obtain stationary states, φ(x) =
ψ(x) exp(−iEt), for which we find

ρ(x) =
q

mc2
[
E − qA0]φ∗φ, (2.4.16)

The implications of this sort of result become evident on choosing a simple
model of a pionic atom, with a negative pion, charge q = −e, orbiting a
massive nucleus, charge +Ze. We assume the nucleus is fixed in space, and
ignore strong nuclear forces which should really be taken into account. Then

qA0 = − Ze2

4πε0c
V (r),
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where V (r) ∼ 1/r outside the nucleus, r � Rnuc, and V (r) → −V0 as r → 0.
Then (2.4.16) gives

ρ(x) =
e

mc2

[
E +

αZ

r

]
φ∗φ, r � Rnuc

where (recall � = 1 in the units we are using) α = e2/4πε0�c is the fine struc-
ture constant [15], and it is clear that the charge density changes sign when-
ever E < −αZ/r. This compounds the difficulty of interpreting the Klein-
Gordon equation as a single particle wave equation. The contradictions are
resolved by quantum field theories such as quantum electrodynamics (QED).

Table 2.2. Fine structure coefficients Fnl and Fnj

Klein-Gordon Dirac
l : 0 1 2 j : 1/2 3/2 5/2

n n
1 0.625 1 0.125
2 0.1016 0.0182 2 0.0391 0.00781
3 0.0324 0.0077 0.0028 3 0.0139 0.0046 0.0015

The solution of this model problem for a pure Coulomb attraction,
V (r) = 1/r has been given, for example, by Schiff [16, pp. 468–471], and
is of interest for comparison with the corresponding solution of Dirac’s equa-
tion (see later reference). The energy of the particle, when expanded in powers
of the coupling parameter αZ, can be written

Enl = mc2
[
1− (αZ)2

2n2 − (αZ)4

2n4

(
n

l + 1/2
− 3

4

)
+ . . .

]
,

where n = n′ + l + 1, with n′ and l both non-negative integers, so that n
is a positive integer. The leading term is the rest energy, the second is the
nonrelativistic energy, and the third predicts that the single nonrelativistic
energy level is split into several fine structure levels depending on the value
of l:

∆Enl = −Fnlmc
2(αZ)4, Fnl =

1
2n4

(
n

l + 1/2
− 3

4

)
.

Although this result predicts some fine structure, it did not fit Paschen’s 1916
results for the fine structure of the He+ n = 3 → n = 4 line [17, p. 214], and a
satisfactory explanation was not forthcoming until 1925 when Uhlenbeck and
Goudsmit tried replacing the denominator l+1/2 by j+1/2, where j = l±1/2
is the total angular momentum quantum number resulting from coupling the
orbital angular momentum l to the electron spin 1/2 [17, p. 214]. We shall
see in Chapter 3 that an expansion of the eigenvalues of Dirac’s equation,
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(3.3.25), confirmed Uhlenbeck and Goudsmit’s guesswork. Table 2.2 shows
that the splitting predicted by the Klein-Gordon equation is on average more
than double that of the modified formula. There seems no way to escape the
conclusion that the Klein-Gordon equation for a spin zero particle is not the
right starting point for atomic and molecular modelling.

2.5 The Dirac equation

Dirac’s theory of canonical transformations in quantum mechanics relied on a
density ρ that was positive definite, and he believed in 1927 that this meant
that the wave equation must be linear in the time derivative [17, p. 289]. He
therefore searched for a free-particle equation of the form

∂0ψ(x) + αk∂kψ(x) + imcβψ(x) = 0 (2.5.1)

in which ψ(x) is vector-valued, and αµ and β are n× n matrices, for some as
yet unknown value of n. Then it seems reasonable to take ρ to be the positive
definite scalar

ρ = ψ†(x)ψ(x) (2.5.2)

where ψ† is the Hermitian adjoint (conjugate transpose) vector. This has to
satisfy the continuity equation (2.4.5)

∂ρ

∂t
+ divj = 0.

Taking the adjoint of (2.5.1),

∂0ψ
†(x) + ∂kψ

†(x)(αk)† − imψ†(x)β† = 0

Multiply this equation on the right by ψ(x), (2.5.1) on the left by ψ†(x) and
adding gives

∂0(cρ(x)) + c
{
∂kψ

†(x)(αk)†ψ(x) + ψ†(x)αk∂kψ(x)
}

+imcψ†(x)
(
β − β†)ψ(x) = 0,

which reduces to the continuity equation if all the matrices are Hermitian,

β† = β, (αk)† = αk

and we define
jk(x) = cψ†(x)αkψ(x). (2.5.3)

In the same way, if we operate on (2.5.1) from the left with

∂0 − αk∂k − imcβ

we recover the Klein-Gordon equation
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� +m2c2

)
ψ(x) = 0

provided{
αj , αk

}
= 2δjk,

{
αj , β

}
= 0,

(
αj
)2

= (β)2 = In (2.5.4)

where In is the n×n identity matrix. Dirac found that he could satisfy (2.5.4)
by choosing n = 4. Whenever we need to be explicit, we shall use the standard
realization

αj =
(

0 σj

σj 0

)
, β =

(
I 0
0 −I

)
, (2.5.5)

where the σj , j = 1, 2, 3 are the Pauli matrices (2.2.3) and I is the corre-
sponding 2× 2 identity matrix.

The success of this formulation is a matter of history. One of its triumphs
is the prediction that a particle satisfying Dirac’s equation has intrinisic
spin s = 1/2, consistent with the four-dimensional spinor character of the
Dirac wavefunction. (The term spinor, introduced by Ehrenfest [17, p.292],
has stuck.) However, as formulated in this section, Dirac’s equation is not in
Foldy’s canonical form [10], and we shall examine the relation between the
representations in Section 2.5.3 below.

2.5.1 γ-Matrices and covariant form of Dirac’s equation

Dirac’s equation takes a more symmetric form that is very convenient for
exhibiting its covariance properties if we introduce new 4× 4 matrices

γ0 := β, γi = βαi, i = 1, 2, 3. (2.5.6)

Multiplying (2.5.1) on the left by iβ, we find

{γµpµ −mc}ψ = 0. (2.5.7)

where we have made the replacement pµ := i∂µ. The anticommutation rela-
tions (2.5.4) are replaced by

{γµ, γν} = 2gµνI, (2.5.8)

so that the matrices with space-like indices are antihermitian,

γiγi = −I4, (i not summed) (2.5.9)

whilst
γ0γ0 = I4. (2.5.10)

Using the standard realization of the α-matrices (2.5.5), we find

γ0 =
(
I 0
0 −I

)
, γi =

(
0 σi

−σi 0

)
. (2.5.11)

See Appendix A.2 for other properties of Dirac matrices.
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2.5.2 ∗ Lagrangian formulation of Dirac’s equation

Dirac’s equation can be derived variationally along the lines of Appendix B.9.1
by requiring that the Lagrangian action, S, be stationary

δS = 0, S :=
∫

D

L d4x, (2.5.12)

with respect to variations in the spinor ψ, its Dirac adjoint ψ̃ = ψ†γ0, and
their space-time derivatives. The Lagrangian density, L, is defined by

L :=
1
2
ψ̃ (iγµ∂µ −mc)ψ +

1
2

(
−i∂µψ̃γ

µ −mcψ̃
)
ψ

so that for weak variations ψ → ψ + δψ, ψ̃ → ψ̃ + δψ̃ we have

δL = δψ̃

[
∂L
∂ψ̃

− ∂µ

(
∂L

∂(∂µψ̃)

)]
+
[
∂L
∂ψ

− ∂µ

(
∂L

∂(∂µψ)

)]
δψ

+∂µ

(
δψ̃

∂L
∂(∂µψ̃)

+
∂L

∂(∂µψ)
δψ

)
(2.5.13)

retaining only terms linear in δψ and δψ̃. Then since

∂L
∂ψ̃

=
1
2

(iγµ∂µ −mc)ψ −
1
2
mcψ, ∂µ

(
∂L

∂(∂µψ̃)

)
= −1

2
iγµ∂µψ,

for variations δψ and δψ̃ that vanish on the boundary, (2.5.12) gives the field
equations

(γµpµ −mc)ψ = 0 (2.5.14)

in agreement with (2.5.7), together with its adjoint. Thus for fields that satisfy
(2.5.14), we have

δL = ∂µ

(
δψ̃

∂L
∂(∂µψ̃)

+
∂L

∂(∂µψ)
δψ

)
, (2.5.15)

from which we can derive conservation equations. A gauge transformation of
the form

ψ → eiαψ, ψ̃ → e−iαψ̃

where α is a real infinitesimal constant leaves L invariant, so that in (2.5.15)
δL = 0. To lowest order in α,

δψ = iαψ, δψ̃ = −iαψ̃;

substituting into (2.5.15), we see that
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−α∂µ

(
ψ̃γµψ

)
= 0, (2.5.16)

consistent with the interpretation of

jµ = cψ̃γµψ (2.5.17)

as a conserved particle four-current vector, with time-like component given by
(2.5.2) and space-like components given by (2.5.3). Integrating the continuity
equation (2.4.5) over all space gives

∂0

∫
ψ̃γ0ψ d3x = 0, (2.5.18)

because the surface integral of the current density must vanish. It follows that
the total charge is a constant of the motion.

The canonically conjugate momenta are not independent of the variables
ψ and ψ̃ so that it is not possible to proceed to derive a Hamiltonian in the
manner of Appendix B.9. However we can obtain the Hamiltonian indirectly
from the (unsymmetrized) energy-momentum tensor

T ′µν =
1
2
i
(
ψ̃γν∂µψ − ∂µψ̃γ

νψ
)
. (2.5.19)

To derive this, we consider the effect of a translation

x→ x′ = x+ εa,

with infinitesimal ε, under which

ψ(x) → ψ′(x′) = ψ(x+ εa) = ψ(x) + εaµ∂µψ(x) + o(ε).

so that we can put
δψ = εaµ∂µψ(x)

in (2.5.15). If L does not depend explicitly on the coordinates, we have

δL = εaµ∂µL,

yielding

εaµ

{
∂µL − ∂ν

(
∂µψ̃

∂L
∂(∂νψ̃)

+
∂L

∂(∂νψ)
∂µψ

)}
= 0.

Because aµ is arbitrary, this equation gives

∂νT
′µν = 0, (2.5.20)

showing that T ′µν gives conserved quantities. The energy-momentum tensor
can be symmetrized, but there is no need to do this, as we can obtain every-
thing we need from the momentum four-vector,
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Pµ =
∫

σ

dσνT
′µν , (2.5.21)

Taking the space-like surface dσν = (1, 0, 0, 0)d3x as usual, this definition
gives

Pµ =
∫
T ′µ0d3x =

1
2
i

∫ (
ψ̃γ0∂µψ − ∂µψ̃γ

0ψ
)
d3x

= i

∫
ψ̃γ0∂µψ d

3x. (2.5.22)

We can show that the momentum four-vector is constant in time by integrating
(2.5.20) over all space:

∂0

∫
T ′µ0d3x+

∫
∂iT

′µid3x = 0.

The second integral can be converted into a surface integral at spatial infinity,
and if we assume the components of the energy-momentum tensor are such
that this surface integral vanishes, the expression reduces to ∂0P

µ = 0, proving
the result.

We can interpret the time-like component as the particle Hamiltonian as
in the Foldy representation (2.3.40),

H = cP 0 = c

∫
ψ̃γ0p0ψd

3x =
∫
ψ† (cα · p + βmc2

)
d3x (2.5.23)

where we have used equation (2.5.14), the equivalence γµpµ = γ0p0 − γ · p,
and γ0 = β, γ0γ = α.

2.5.3 Foldy canonical form and the Foldy-Wouthuysen
transformation

We can fix the representation of the infinitesimal operators of the Foldy alge-
bra by writing

H := mc2β + cα · p,
Pi := pi, i = 1, 2, 3,

Ji := Li +
1
2
Si, i = 1, 2, 3,

Ki :=
1
2c

(xiH +Hxi) + ctpi, i = 1, 2, 3,

where L = x× p and where

S =
1
2
Σ :=

1
2

(
σ 0
0 σ

)
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The space and time reflection operators are as given by (2.3.44) et seq. with
the 4× 4 matrices appropriate to the case s = 1/2, with

σ := β, ζ = βα1α2α3 =
(

0 I
I 0

)
(2.5.24)

whilst

τ = −τ t, ττ † = −ττ∗ = −I,
τβ∗τ−1 = β, τα∗

i τ
−1 = −αi,

κ = κt, κκ† = κκ∗ = I,

κβ∗κ−1 = −β, κα∗
i κ

−1 = αi.

Clearly, these expressions are not quite in the Foldy canonical form. However,
they can be transformed into it with the unitary transformation

ψ(x) → χ(x) := Uψ(x) (2.5.25)

where

U = exp
{
β

α · p
2|p| arctan

|p|
mc

}
=

E(p) +mc2 + cβα · p
[2E(p)(E(p) +mc2)]1/2 (2.5.26)

with E(p) = (p2 +m2c2)1/2. It is straightforward to verify that U is indeed
unitary, with

U−1 =
E(p) +mc2 − cβα · p
2E(p)(E(p) +mc2)

,

so that, for example,

H → UHU−1

=
(E(p) +mc2 + cβα · p) (mc2β + cα · p) (E(p) +mc2 − cβα · p)

2E(p)(E(p) +mc2)

=
(E(p) +mc2 + cβα · p) (βE(p))(E(p) +mc2 + cβα · p)

2E(p)(E(p) +mc2)

= β
(E(p) +mc2 − cβα · p) (E(p) +mc2 + cβα · p)

2(E(p) +mc2)
= βE(p).

The first step used the relations −(βα · p )2 = +(α · p )2 = |p |2, to simplify
the product of the last two factors in the numerator, and the remaining steps
depend on the anticommmutation relations (2.5.4). Foldy [10] showed that
the other generators also take the canonical form, the only difference being
the realization of the α matrices, for which

α = −i
(

0 σ
σ 0

)
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instead of (2.5.5). As with the Klein-Gordon equation, we see that the repre-
sentation space decomposes into two disjoint subspaces corresponding to the
sign of E:

Hχ+ = +|E|χ+, Hχ− = −|E|χ−

with respective basis vectors

χ+ =
(
u
0

)
χ− =

(
0
v

)
where u, v each have two nonvanishing components. In the Dirac represen-
tation there is no such clean-cut separation of positive and negative energy
states, and the two manifolds are both spanned by spinors which in general
have four nonvanishing components.

2.5.4 ∗ Position operators in Dirac theory

Another problem of interpretation of Dirac’s equation, which also afflicts wave
equations for other spins such as the Klein-Gordon equation, is the definition
of an operator representing the particle’s position. Suppose, in the Dirac rep-
resentation, we calculate a “velocity” operator, v, using the usual expression
v = i[H,x]. A short calculation gives v = cα; the eigenvalues of all compo-
nents of this operator are ±c, which is physically unacceptable if we want to
use x as a position variable and v as the corresponding velocity. However if
we follow this by calculating the corresponding “acceleration” vector, we find

dv

dt
= 2iE(p)

(
v − c2p

E(p)

)
where E(p) = +

√
c2p2 +m2c4, so that

v(t) =
c2p

E(p)
+ F (t)

where F (t) oscillates undamped about the “classical mean velocity” of the
particle, c2p/E(p); this is known as Zitterbewegung. A fuller discussion may
be found in the books of Thaller [18, §1.6], or Greiner [19, §2.2], where the
Zitterbewegung is attributed to interference between the positive and negative
energy components of the Dirac wavefunction.

Another problem with identifying cα as the particle’s “velocity” vector
is that its components do not commute, [αi, αj ] �= 0, so that the “velocity”
components are not simultaneously measurable. This suggests that there is
something wrong with the identification, and we should look for another way
of interpreting the formalism. Foldy and Wouthuysen [11] observed that the
Zitterbewegung arises because the αi matrices connect the upper and lower
components of the Dirac spinor, and therefore sought a unitary transformation
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of the states in which these were decoupled. We have already seen that this
is achieved by the Foldy Wouthuysen operator U of equation (2.5.26). If we
interpret x as the position operator in the Foldy canonical representation,
then the corresponding operator in the Dirac representation is

X := U−1xU (2.5.27)

= x + ic
βα

2E(p )
− ic2 β(α · p)p− iΣ × p |p |

2E(p )(E(p ) +mc2)|p | .

This operator has the expected commutation relations

[Xi, Xj ] = 0, [Xi, pj ] = iδij

and the corresponding velocity operator, V , satisfies

V := i[H,X] =
p

E(p )
βmc2 + cα · p

E(p )
. (2.5.28)

The factor p /E(p, ) is just the classical relativistic particle velocity whilst
(βmc2 +cα ·p)/E(p ) projects onto the states of positive energy, and vanishes
otherwise. Thus this identification works for positive energy solutions. The
position operator X was also derived by Newton and Wigner [20], who showed
that it transforms like a vector under rotations and has eigenfunctions termed
“localized wave functions” satisfying a list of desirable requirements. It also
transforms positive energy wavefunctions into positive energy wavefunctions.

The Foldy-Wouthuysen transformation has interesting consequences for
angular momentum variables. Neither the orbital angular momentum, l :=
x × p nor the spin angular momentum s := 1

2Σ are separately constants of
the motion for the free particle in the Dirac representation, although their
sum j := l + s is. However L := X × p is a constant of the motion in the
Foldy-Wouthuysen representation, and so is the mean spin operator,

ΣM := U−1ΣU (2.5.29)

= Σ − icβ(α× p)
E(p)

− c2 p× (Σ × p)
E(p)(E(p) +mc2)

The Foldy-Wouthuysen transformation was a major step forward in under-
standing the nature of the solutions of Dirac’s equation for the free electron.
We shall discuss the application of this method to the motion of an electron in
a hydrogenic atom in Section 3.7.2. Here the transformation to the canonical
form requires the construction of a sequence of unitary transformations to
decouple the positive and negative energy states, equivalent to a perturbation
expansion on powers of p2/c2. This introduces operators of order (p2/c2)2

and higher which have infinite expectation values on the nonrelativistic states
and which are therefore no use for applications. Nevertheless the finite low-
est order terms are often used to give “relativistic corrections” which give
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quite accurate results up to the second row of the Periodic Table. Thus the
Foldy-Wouthuysen transformation is less useful than might have been hoped,
especially for high-Z elements and many-electron systems. The Douglas-Kroll
transformation [21], which also uses a sequence of unitary transformations to
reduce the equations to a two-component form without introducing unusable
perturbation operators, has been developed as a powerful tool for quantum
chemistry by Hess and collaborators [22, 23, 24].

2.5.5 Dirac particles in electromagnetic fields

The minimal coupling ansatz has already been used in discussing the Klein-
Gordon equation (2.4.12), and it is equally applicable to Dirac’s equation.
We assume that the electromagnetic field is defined in terms of a covariant
four-potential

aµ = (A0, cA), Aµ = gµνA
ν = (A0,−cA), (2.5.30)

satisfying Maxwell’s equations, discussed in the next section, where φ is the
scalar potential and A the vector potential.

Following the same procedure as in nonrelativistic quantum mechanics, we
incorporate this in Dirac’s equation for a particle with charge q by making
the substitution

pµ → Πµ := pµ − q

c
aµ (2.5.31)

The new equation has the form

{γµΠµ −mc}ψ = 0 (2.5.32)

which we can rearrange in the form

i
∂ψ

∂t
=
{
cα · (p− qA) + βmc2 + qΦ

}
ψ (2.5.33)

where Φ = cA0.
The wave equation in the form (2.5.32) can be derived straightforwardly

from a Lagrangian
L = L0 − qψ̃γµaµψ (2.5.34)

where L0 is now the free particle Lagrangian (2.5.12) and the second term cou-
ples the Dirac current to the electromagnetic field. The formalism of Section
2.5.2 is virtually unchanged, yielding the same expressions for the energy-
momentum tensor and for the total momentum provided the four-potential
is also translation invariant. In the hydrogenic case, where we assume a fixed
centre of force, the system is no lon ger invariant with respect to spatial trans-
lations although it is still invariant with respect to translations in time. This
leads to the Hamiltonian
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H = cP 0 =
∫
ψ† {cα · (p− qA) + βmc2 + qΦ

}
ψ d3x (2.5.35)

appearing in (2.5.33). For an electron, we write q = −e.
The solution of Dirac’s equation for the hydrogenic case, A = 0, Φ =

+Ze/4πε0r is a standard textbook problem (see, for example [4, Chapter
9], [18], [25]) which is treated in detail in Sections 3.2 and 3.3. The hydrogenic
spectrum is the union of a continuous spectrum describing scattering states
with two disjoint segments, −∞ < E ≤ −mc2 and mc2 ≤ E <∞, along with
a point spectrum describing bound states having energies in the range 0 < E <
mc2. The point eigenvalues form a countable infinite set whose distribution is
qualitatively much the same as in the nonrelativistic theory of the hydrogen
atom. The eigenvalue sequence converges from below to a limit, E = mc2,
given by the energy of an electron at rest. The main difference is that the
nonrelativistic terms, En, n = 1, 2, 3, . . ., are split, by “spin-orbit coupling”,
into fine structure levels Enj , n = 1, 2, 3, . . . , j = 1/2, 3/2, . . . , n − 1/2. Since
Enj < En, electrons are more tightly bound in the relativistic theory of the
hydrogen atom than in the Schrödinger theory.

2.5.6 ∗ Negative energy states

One of the basic assumptions of quantum mechanics, due originally to
Bohr [26], is that an atom has a stable bound state of lowest energy, the ground
state. It is therefore impossible to release energy from the atom through a
spontaneous transition to a state of lower energy. Evidently relativistic wave
equations predict a continuum of negative energy states with energies less
than −mc2. The bound state Dirac and Schrödinger spectra for hydrogen-like
atoms are qualitatively similar and give a good account of the observations.
How can we reconcile this with the presence of negative energy states?

Dirac [27] wrote that “an electron with negative energy moves in an ex-
ternal field as though it carries a positive charge”, as emphasized in the dis-
cussion of charge conjugation above. He then postulated “ . . . that all the
states of negative energy are occupied except perhaps a few of small velocity
. . . Only the small departure from exact uniformity, brought about by some
of the negative-energy states being unoccupied, can we hope to observe . . . ”
At first, Dirac identified the “hole” states with protons, although the proton
mass is much bigger than that of the electron. At the time, it was thought
that the only “elementary particles” in nature were electrons and protons,
and it was hypothesized that the mass difference between them might be
accounted for by electromagnetic interactions. It was not until Anderson’s
discovery of the positron [28], which has the same mass as the electron but
charge +e, that some of the confusion was resolved. The “holes” were now
identified as positrons, and the symmetry of the Dirac description of electrons
and positrons could begin to be understood.

At this point, Dirac envisaged the vacuum as a region of space in its lowest
possible energy state in which all negative energy states were occupied. This
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stabilized the ground state of the hydrogen atom, as there can be no “hole”
in the “negative energy sea” into which an electron in the ground state can
fall. Creating a “hole” state requires a minimum energy of order 2mc2 to
put the ejected electron into a positive energy state. The “hole” can then be
observed as a real positron. Dirac realised that this meant that even “The
simple problem of the scattering of a photon on an electron is no longer a
two-body problem. It is an infinitely-many particle problem.” [17, p. 350]

The language of Dirac’s “hole theory” remains useful for computational
purposes in atomic and molecular physics as long as any excitations have en-
ergy low in comparison with mc2. It implies that the presence of negative
energy states can, for many purposes, be ignored. It is however an uncom-
fortable construction as the “negative energy sea” has both infinite mass and
charge, both clearly unobservable. It is clearly preferable to work with a for-
malism in which electrons and positrons are put on the same footing without
the need to invoke these infinite quantities. Feynman [29] showed that it was
possible to write down a complete solution of the problem of electron and
positron motion in an external electromagnetic field in terms of boundary
conditions on the wave function. An electron in a positive energy bound or
continuum state has a motion in which the particle’s proper time increases
along its path in space-time. As suggested also by Stückelberg [30], Feynman
envisaged a positron as an electron for which coordinate time decreases along
the particle’s path; this is reflected in the negative frequency appearing in the
time dependence of negative energy states. The formalism of quantum field
theory, Chapter 4, is presented in terms of field variables with an indefinite
number of particles. The numbers of electrons, Ne and positrons, Np, are not
conserved individually, although the total charge Q = e(Np−Ne) is a constant
of the motion. Electrons and positrons can thus be created in pairs without
affecting Q.

Each particle in quantum field theory is represented by a field amplitude,
which will in general be a linear superposition of positive and negative fre-
quency components. The fields propagate according to Huygens’ principle,
in which the solution at a given time can be regarded as the source of sec-
ondary waves whose propagation is described by a Green’s function satisfying
appropriate boundary conditions. The above argument requires that positive
frequency components propagate forwards, negative frequency components
backwards, in time. Section 2.9 shows how this can be accomplished.

2.6 Maxwell’s equations

2.6.1 Covariant form of Maxwell’s equations

Although it is possible to present the electromagnetic field equations due
to Maxwell as an example of a massless field with spin s = 1 within the
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framework established in this chapter, we shall here follow a more traditional
route.

Maxwell’s equations relate the electric and magnetic fields E and B to
the space-time distribution of electric charge ρ and current density j so that
(in SI units)

divB = 0, curl E = −∂B
∂t
, (2.6.1)

divE =
ρ

ε0
, curl B = µ0 j +

1
c2
∂E

∂t
, (2.6.2)

where ε0 is the electric constant, related to the magnetic constant µ0 and the
speed of light in vacuo by, [15], ε0µ0c

2 = 1. These equations can be written
in a covariant form in which we identify ρ and j as the components of a
four-current vector jµ such that

jµ := (cρ, j1, j2, j3) (2.6.3)

It follows from (2.6.1) and (2.6.2) that the components of the four current
satisfy a continuity equation

∂ρ

∂t
+ divj = 0, or ∂µj

µ = 0, (2.6.4)

so that the total charge is a relativistic invariant. For justification of this asser-
tion, consider an observer whose velocity four-vector is V µ, so that V µVµ = c2.
In the observer’s rest frame, V µ = (c, 0, 0, 0), and so the scalar jµVµ takes the
invariant value c2ρ. If the four-current jµ is due to a stream of particles of
charge q with four-velocity Uµ, then jµ = NqUµ. The observer seesNUµVµ/c

2

particles per unit volume, and a charge density jµVµ = NqUµVµ/c
2, so that

he then reckons that each particle carries the same charge q independent of
its motion.

The electromagnetic field tensor is a second rank covariant antisymmetric
tensor defined by

Fµν :=

⎛⎜⎜⎝
0 E1 E2 E3

−E1 0 −cB3 cB2
−E2 cB3 0 −cB1
−E3 −cB2 cB1 0

⎞⎟⎟⎠ (2.6.5)

and we note the algebraic definitions

F0i = Ei, i = 1, 2, 3, Fij = −εijkcBk, i, j, k = 1, 2, 3, (2.6.6)

with the antisymmetry conditions Fµν = −Fνµ. It is easy to verify that
Maxwell’s equations are equivalent to

∂µFνρ + ∂νFρµ + ∂ρFµν = 0, (2.6.7)
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corresponding to (2.6.1) and

∂µF
µν =

1
ε0c
jν (2.6.8)

corresponding to (2.6.2). These equations are clearly Lorentz covariant pro-
vided Fµν behaves like a covariant second rank tensor under Lorentz trans-
formations.

The equations (2.6.1) imply that there is a scalar φ and a 3-vector A such
that

B = curl A, E = − ∂A
∂t

− grad φ (2.6.9)

This does not define the potentials φ and A uniquely because gauge transfor-
mations of the form

φ→ φ+
∂Λ

∂t
, A → A− grad Λ (2.6.10)

give the same field vectors. The potentials can be regarded as components of
the covariant four-potential

aµ := (φ,−cA) (2.6.11)

so that
Fµν = ∂µaν − ∂νaµ (2.6.12)

When this is substituted into (2.6.8), we obtain

�aµ − ∂µ(∂νa
ν) =

1
ε0c
jµ. (2.6.13)

We define the dual electromagnetic field tensor as the tensor F̃ with com-
ponents

F̃µν :=
1
2
εµνρσF

ρσ, (2.6.14)

where εµνρσ is the alternating tensor, taking the value +1 if µνρσ is an even
permutation of 0123, -1 if it is odd, and zero otherwise, so that

(
F̃µν

)
=

⎛⎜⎜⎝
0 −cB1 −cB2 −cB3
cB1 0 −E3 E2
cB2 E3 0 −E1
cB3 −E2 E1 0

⎞⎟⎟⎠ .
The contractions

FµνF̃
µν = 4cE ·B (2.6.15)

and
FµνF

µν = 2(c2B ·B −E ·E) (2.6.16)

are both Lorentz invariant. Clearly if E ·B is null in some frame, it is null in
all frames. We can then say that the tensor F is purely magnetic if 2(c2B ·
B−E ·E) > 0, as it must then be possible to find an inertial frame in which
E = 0. We say that F is purely electric if the inequality has the opposite sign.
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2.6.2 ∗ Lagrangian formulation

The field equations can be derived variationally along the lines of Appendix
B.9.1 by requiring that the Lagrangian action

S :=
∫

D

Lem (aµ, ∂νaµ) d4x, (2.6.17)

be stationary,
δS = 0, (2.6.18)

with respect to variations in the functional form of aµ and its partial deriva-
tives ∂νaµ. The theory of Appendix B.9.1 asssumes that the system has a finite
number of degrees of freedom. Here we need to remember that the number of
degrees of freedom may be infinite.

The integration is over some domain D ⊂ R4 with 3-boundary ∂D. We
require that L be constructed from Lorentz invariant terms; a suitable choice
for the Maxwell field is

Lem = −1
4
ε0FµνF

µν − 1
c
jµaµ. (2.6.19)

where from (2.6.12)

FµνF
µν = (∂µaν − ∂νaµ) (∂µaν − ∂νaµ) .

In more familiar notation,

Lem =
1
2
ε0(E ·E − c2B ·B)− (ρφ− j ·A). (2.6.20)

From (2.6.18) we see that the first order variation is

δS =
∫

D

{
∂Lem

∂aµ
δaµ −

∂Lem

∂(∂νaµ)
δ (∂νaµ)

}
d4x (2.6.21)

where
δ (∂νaµ) = ∂ν(aµ + δaµ)− ∂νaµ = ∂ν(δaµ).

Now

d
∫

D

δaµ

{
∂Lem

∂aµ
− ∂ν

(
∂Lem

∂(∂νaµ)

)}
d4x (2.6.22)

differs from (2.6.21) by the integral of a four divergence,∫
D

∂ν

(
∂Lem

∂(∂νaµ)
δaµ

)
d4x

which can be converted into an integral over the boundary ∂D. If the δaµ

vanish on ∂D, but are otherwise arbitrary in D, then standard methods of
the calculus of variations permit us to conclude that the field equations are
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δS

δ(∂νaµ)
:=
∂Lem

∂aµ
− ∂ν

(
∂Lem

∂(∂νaµ)

)
= 0 (2.6.23)

Substituting

∂Lem

∂aµ
= −1

c
jµ,

∂Lem

∂(∂νaµ)
= ε0(∂µaν − ∂νaµ) = ε0F

µν

into (2.6.23), we recover (2.6.8) in the form

− 1
ε0c
jµ + ∂νF

νµ = 0

The antisymmetry of Fµν ensures current conservation:

∂µj
µ = ε0c ∂µ∂νF

νµ = 0.

2.6.3 Gauge invariance

Gauge transformations of the form (2.6.10)

φ→ φ+
∂Λ

∂t
, −A → −A + grad Λ

or
aµ → aµ + ∂µΛ (2.6.24)

in tensor notation, leave the field equations unchanged. However

Lem → −1
4
ε0FµνF

µν − 1
c
jµaµ −

1
c
jµ(∂µΛ).

The last term can be dropped because, after an integration by parts,∫
jµ(∂µΛ)d4x = −

∫
(∂µj

µ)Λd4x = 0, (2.6.25)

when the current is conserved. The presence of conserved currents is both
necessary and sufficient for gauge invariance of Maxwell’s equations.

So far, we have not attempted to remove the arbitrariness of the four-
potential. The final result for any physical observable should, of course, be
independent of the choice of gauge. One way to do this is to impose a gauge
condition to fix Λ, for example

divA = ∂iA
i = 0 (Coulomb gauge) (2.6.26)

or

∂µa
µ = 0 (Lorentz gauge) (2.6.27)
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When we use the Coulomb gauge, we can eliminate a0 from the Lagrangian,
and reduce the number of independent field variables. From (2.6.13), we see
that

∂µ∂
µ (a0)− ∂0(∂µ a

µ) =
1
ε0
ρ,

which reduces to Poisson’s equation

∇2φ = − ρ
ε0
,

from which we get the familiar Coulomb law

φ(ct,x) =
1

4πε0

∫
ρ(ct,x′)
|x− x′| d

3x′. (2.6.28)

In the Lorentz gauge, ∂µa
µ = 0, (2.6.13) reduces to the wave equation

�φ =
(

1
c2
∂2

∂t2
−∇2

)
φ =

ρ

ε0
.

Even if the driving term ρ vanishes everywhere, there is no necessity for φ to
vanish, and it will in general be time-dependent. For this reason, the Coulomb
gauge, which yields Coulomb’s law directly, is often very convenient for for-
mulating atomic and molecular problems, as we shall see later in this book.
Unlike the Lorentz condition, it has the disadvantage that it is not manifestly
Lorentz covariant. It is necessary to examine the gauge dependence of ob-
servables carefully when calculating electromagnetic properties of atoms and
molecules.

It is possible to write (2.6.20) in the Coulomb gauge in a form in which only
transverse fields appear. A vector field V is said to be transverse if divV = 0.
Thus the electric field vector given by (2.6.9) in Coulomb gauge, divA = 0,
consists of two parts, a transverse field E⊥ = −∂A/∂t and a longitudinal field
E‖ = −grad φ. As B = curl A, the B field is already transverse. Because

div(φ grad φ) = φ∇2φ+ (grad φ)2,

we see that

1
2
E.E − 1

ε0
ρφ =

1
2
E⊥.E⊥ +

∂A

∂t
.grad φ− 1

2ε0
ρφ.

Now, using the Coulomb gauge condition divA = 0,

∂A

∂t
.grad φ+ A.grad

∂φ

∂t
=
∂

∂t
(A.grad φ) =

∂

∂t
div (φA) .

The term on the right can be dropped, because its contribution to the action
can be converted to a surface integral which can be expected to vanish. The
final result is that (2.6.20) can be written in the form
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Lem =
1
2
ε0(E⊥ ·E⊥ − c2B⊥ ·B⊥)− 1

2
ρφ+ j⊥ ·A, (2.6.29)

where we write B⊥ ≡ B for emphasis, and

j⊥ = j − ε0 grad
∂φ

∂t
.

It is easy to confirm that j⊥ is transverse, because the divergence of the
last equation reduces to the continuity equation, (2.6.4). Finally we can use
(2.6.28) to write the Lagrangian density in the form

Lem =
1
2
ε0(E⊥ ·E⊥ − c2B⊥ ·B⊥) + j⊥ ·A

− 1
8πε0

∫
ρ(ct,x)ρ(ct,x′)

|x− x′| d3x′ (2.6.30)

in which the Coulomb interaction energy emerges naturally.

2.6.4 ∗ Motion of a test charge

The Lagrangian of a free particle with 3-velocity v relative to a given frame
is

Lfree := −mc2
√

1− v2/c2. (2.6.31)

Each coordinate xi has a canonically conjugate momentum pi defined by

pi := ∂Lfree/∂vi, i = 1, 2, 3, (2.6.32)

from which we find

pi = mγ(v)vi, where γ(v) =
(
1− v2/c2

)−1/2
. (2.6.33)

We can therefore construct a free particle Hamiltonian

Hfree(p) := p.v − Lfree = mc2γ(v) = c
√
m2c2 + p2, (2.6.34)

so that Hfree(p) is also the energy, as expected for a conservative system.
The Lagrangian for the Maxwell field derived from (2.6.19) is

Lem = −1
4
ε0

∫
Fµν(x)Fµν(x)d3x− 1

c

∫
jµ(y)aµ(y)d3x,

where the first term is the Lagrangian for the free Maxwell field, Lfield and
the second couples the field to the charged particle charge-current density. For
a single point particle at space-time position x moving with velocity v we have
j0(y) = cqδ(x− y) and j(y) = qvδ(x− y) giving an interaction Lagrangian

Lint(x) = −qφ(x) + qv ·A(x)
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The total action is therefore

S =
∫
dt {Lfield − qφ+ qv ·A + Lfree}

The variation of the action with respect to the A field components yields
Maxwell’s equations as before. However, the momentum p (2.6.33) is modified
by the interaction giving

p = mvγ(v) + qA (2.6.35)

and the Lagrange equations of motion of the particle reduce to

d

dt
mvγ(v) = q(E + v ×B), (2.6.36)

in which the Lorentz force law appears on the right-hand side. Also

d

dt
mc2γ(v) = qE · v (2.6.37)

showing that only electric fields do work on the charges and currents. However,
the Hamiltonian, which must be expresed in terms of the canonical momen-
tum, now takes the form

Hmin(p) = mc2γ(v) = c
√
m2c2 + (p− qA)2. (2.6.38)

where the replacement of the free electron canonical momentum p by p− qA
is termed minimal substitution.

It is instructive to compare this with the elementary derivation from New-
ton’s second law. In the rest frame of a particle, the force is qE, the four-
velocity is v = (c, 0) and the four-acceleration may be written dv/dτ = (0,a),
so that ma = qE, where τ is the particle’s proper time. Let G be the four-
vector whose components are given by

Gµ =
q

c
Fµνvν

so thatGµ = (0, qE) in the particle’s rest frame. Somdv/dτ = G in the instan-
taneous rest frame, and because we are equating two four-vectors, this must
hold in every frame. The momentum is pµ = mvµ where the rest mass, m, is
constant and dpµ/dτ = q Fµν vν/c. The equations of motion (2.6.36), (2.6.37)
follow after noting that dt/dτ = γ(v).

2.7 ∗ Symmetries and local conservation laws

The derivation of Maxwell’s equations from (2.6.17) combined with ideas from
Appendix B.9.3 allow us to write down conservation equations for the Maxwell
field, both free and interacting with charged particles. The argument is the
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same: we consider the effect of a change in the action due to infinitesimal
translations, rotations or Lorentz transformations as well as variations in the
field variables to deduce local conservation laws. We return to global conser-
vation issues in Section 2.8 below.

In Section 2.6.2 we saw that the variation in the Lagrangian due to varia-
tions in the fields aµ, (2.6.22), involved a space-time integration over

δLem = δaµ

{
∂Lem

∂aµ
− ∂ν

(
∂Lem

∂(∂νaµ)

)}
+ ∂ν

(
∂Lem

∂(∂νaµ)
δaµ

)
.

The first term vanishes if the fields satisfy Maxwell’s equations, and when this
is the case, the local variation in the Lagrangian reduces to

δLem = ∂ν

(
∂Lem

∂(∂νaµ)
δaµ

)
. (2.7.1)

Different choices for δaµ then generate different local conservation laws.
Suppose first that the variation δaµ is generated by an infinitesimal trans-

lation
x→ x′ = x+ ε u

so that

aµ(x) → aµ(x′) = aµ(x+ ε u)
= aµ(x) + δaµ(x) (2.7.2)

so that, to first order in ε,

δaµ(x) = ε

(
∂aµ

∂ε

)
ε=0

+ O(ε2) = ε uν ∂νaµ(x) + O(ε2). (2.7.3)

Applying the same argument to Lem(aµ(x), ȧµ(x)) to order ε gives

δLem = ε uν ∂νLem(aµ(x), ȧµ(x)) (2.7.4)

and equating this to (2.7.1), and using (2.7.3) we get

ε uρ

{
∂ρLem − ∂ν

(
∂Lem

∂(∂νaµ)
∂ρaµ

)}
= 0.

Because uρ is arbitrary, we see that

∂ν

(
∂Lem

∂(∂νaµ)
∂ρaµ − δν

ρLem

)
= 0 (2.7.5)

which we can write as
∂ν T̃

νµ = 0.

because ∂Lem/∂(∂µaρ) = ε0F
µρ, the canonical energy-momentum tensor is

given by



2.7 ∗ Symmetries and local conservation laws 105

T̃µν := ε0F
µρ ∂νaρ − gµνLem. (2.7.6)

This definition of an energy-momentum tensor has several unpleasant features:
in particular it is unsymmetric in the indices µ and ν, and it is also gauge
dependent. A gauge transformation of the form aµ → aµ + ∂µΛ gives

T̃µν → T̃µν − ε0Fµρ∂ν∂ρΛ = T̃µν − ε0∂ρ(Fµρ∂νΛ)

since ∂ρF
µρ = 0. We have therefore to define an energy-momentum tensor

that is gauge invariant if we are to use it to calculate observable quantities.
The Lagrangian density is not completely determined by the equations of

motion; we can always add terms to the Lagrangian density, which, when inte-
grated over the whole domain D, can be converted to integrals on the bound-
ary ∂D that vanish when suitable boundary conditions apply. The canonical
energy-momentum tensor can be modified in a rather similar way. Consider
a conserved current sµ(x) with ∂µs

µ(x) = 0, and suppose a transformation
sµ(x) → sµ(x) +∆sµ(x). If the current is still locally conserved, then

∂µ∆s
µ(x) = 0.

At the same time, the total charge associated with sµ(x) is Q =
∫
s0(x)d3x

and if this is to be unchanged, then∫
∆s0(x)d3x = 0.

Both conditions are satisfied if ∆sµ(x) is a 4-divergence

∆sµ(x) = ∂νS
µν , Sµν = −Sνµ,

where Sµν depends locally on the fields. We can use this construction to add
a term to T̃µν of the form

∆Tµν = ∂ρT
µρν , Tµρν = −T ρµν .

It is clear that the choice

Tµρν = −ε0Fµρaν

when added to the first term of (2.7.6) makes the whole expression gauge
invariant, so we now adopt the expression

Tµν
0 :=

1
4
ε0g

µνFαβF
αβ + ε0FµρF ν

ρ (2.7.7)

as the energy momentum tensor of the free Maxwell field; this is symmetric,
has zero trace, and is also conserved because ∂µT

µν
0 = 0.

The Lagrangian for a conserved external current distribution coupled to
the Maxwell field, §2.6.2, is
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Lem = −1
4
ε0FµνF

µν − 1
c
jµaµ. (2.7.8)

The canonical energy-momentum tensor is

T̃µν := πµρ ∂νaρ − gµνLem +
1
c
gµνjρaρ

and we can construct a gauge invariant energy-momentum tensor for the cou-
pled system by writing

Tµν := Tµν
0 +

1
c

(gµνjρaρ − jµaν) . (2.7.9)

When the current does not vanish,

∂µT
µν =

1
c
aρ∂

νjρ, (2.7.10)

so that

∂µT
µν
0 = ∂µ

{
1
4
ε0 g

µνFαβF
αβ + ε0FµρFρ

ν

}
=

1
c
jρF

ρν . (2.7.11)

which exhibits Tµν
0 as the purely electromagnetic part of the energy momen-

tum tensor. Thus
T 00

0 =
1
2
ε0 (E ·E + c2B ·B) (2.7.12)

can be identified as the energy density of the electromagnetic field, and

T i0
0 = ε0 c

2εijkEjBk, i = 1, 2, 3, (2.7.13)

known as the Poynting vector gives the energy flow.
Along with translations, it is also useful to consider infinitesimal Lorentz

transformations of the form

xµ → x′µ = xµ + ε ωµ
νx

ν , ωµν = −ωνµ.

In this case,

aµ(x) → a′
µ(x′) =

(
δµ

ν +
1
2
ε bµ

νστωστ

)
aν(x), bµ

νστ = −bµντσ,

and we obtain a canonical conserved rank three tensor, antisymmetric with
respect to the indices ν and σ,

Jνστ = Lνστ + Sνστ , ∂τJ
νστ = 0, (2.7.14)

where
Lνστ := xσT̃ ντ − xν T̃ στ ,
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Sνστ := ε0bµ
λσνaλF

τµ

The term Sνστ can be interpreted as a spin angular momentum density, whilst
Lνστ represents an orbital angular momentum density distribution. Note that
whilst Jνστ is conserved, neither Sνστ nor Lνστ are separately conserved; this
decomposition is not necessarily covariant or gauge invariant.

We can define a gauge invariant angular momentum tensor density from
Tµν

0 by writing
Jνστ = xσT ντ

0 − xνT στ
0 . (2.7.15)

The symmetry of Tµν
0 guarantees that this satisfies the conservation equation

∂τJ
νστ = 0. Similar arguments show that gauge transformations, which are

connected with conserved currents in interacting systems, for example the
coupling of Maxwell and charged particle fields also lead to conservation laws.

2.8 ∗ Global conservation laws

So far we have not specified the boundary ∂D of the region of integration en-
visaged in forming the action. Consider first a family of space-like hyperplanes

σ := {x |nµxµ = τ, nµnµ = 1, }

labelled by τ . The normal n points to the future if n0 > 0 and to the past if
n0 < 0; for example in the simplest case, n = (1, 0, 0, 0), nµxµ = x0 = ct, so
that the hyperplane consists of all of R3 at time τ/c. Dynamics is a matter of
relating field values on different hyperplanes. Suppose we calculate the action
in (2.6.17) for a region of Minkowski space D bounded by hyperplanes σ1 and
σ2. Assume that the fields vanish sufficiently fast at spatial infinity so that
we can ignore any boundary effects. When the Maxwell fields satisfy the field
equations, (2.7.5) holds at each space-time point, and integrating over the
region D bounded by arbitrary hyperplanes σ1 and σ2 gives

0 =
∫

D

∂ν

(
∂Lem

∂(∂νaµ)
∂ρaµ − δν

ρLem

)
d4x

= F (σ2)− F (σ1) (2.8.1)

where

F (σ) :=
∫

σ

(
∂Lem

∂(∂νaµ)
∂ρaµ − δν

ρLem

)
dσν =

∫
σ

T̃ νµdσν

in which dσν is the measure associated with the direction nν on σ. For exam-
ple, if n is future-pointing along the x0-axis, then the only non-zero component
is dσ0 = dx1dx2dx3, the usual integration over 3-dimensional volume. Because
σ1 and σ2 are arbitrary, we conclude that the four quantities

Pµ =
∫

σ

T̃ νµ dσν , µ = 0, 1, 2, 3, (2.8.2)
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are constants of the motion for the free Maxwell field. Similarly,

Jµν =
∫

σ

Jλµν dσλ, Jµν = −Jνµ (2.8.3)

are also constants of the motion. We can replace T̃ νµ by T νµ in (2.8.2) without
changing the result.

We can verify that (2.8.2) gives the same total momentum to the free field
as we should expect on elementary grounds by taking dσν = (d3x, 0, 0, 0), so
that

Pµ =
∫

σ

T 0µ
0 d3x

These are indeed constants of the motion, as from

∂µT
µν
0 = 0

we see that
∂0P

µ =
∫

σ

∂0T
0µ
0 dσ = −

∫
σ

∂iT
iµ
0 dσ

The 3-divergence on the right may be converted, using Green’s theorem, to
a surface integral whose contribution, according to our assumptions, vanishes
in the absence of any charge-current sources. From (2.7.12) we see that

P 0 =
∫

σ

1
2
ε0(E ·E + c2B ·B) d3x

is the total energy associated with the field. When a current distribution is
present, we integrate (2.7.10) over a finite volume V with boundary ∂V , giving

dP 0

dt
+
∫

∂V

P · dS =
∫

V

j ·E d3x

where P = ε0c
2E × B = µ−1

0 E × B = E × H is the Poynting vector and
dS is the surface element on ∂V . The surface integral often does not vanish
if V is finite. The right hand side represents the energy dissipated in Joule
heating.

2.9 ∗ Green’s functions

The notion of a Green’s function is used widely in physics and engineering [31].
Instead of dealing with an ordinary or partial differential equation with asso-
ciated initial and/or boundary conditions, we focus on an integral equation
whose kernel is the Green’s function for the problem. This section deals with
the construction of Green’s functions and the corresponding field operators,
or propagators, for the free Klein-Gordon, Maxwell, and Dirac equations.
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2.9.1 Nonrelativistic Green’s functions

For orientation, consider a simple nonrelativistic scattering problem with
Hamiltonian H(x) = H0 + V (x), H0 = p2/2m, x = (x0,x) (for convenience
we retain the relativistic notation x0 = ct), and V (x) is a smooth potential
having a finite range. The Schrödinger equation is then

(ic∂0 −H)ψ(x) = 0. (2.9.1)

Following Feynman [29, 32], we suppose that for times x0 > x′ 0 we can
formally write the solution as some linear superposition

θ(x0 − x′ 0)ψ(x) = i

∫
G(x, x′)ψ(x′) d3x′ (2.9.2)

in accordance with Huygens’ principle, where the Heaviside step function

θ(s) =

⎧⎪⎨⎪⎩
1 s > 0,
1/2 s = 0,
0 s < 0,

expresses our wish that there is no scattering at times earlier than x′ 0. Thus
the Green’s function G(x, x′) propagates the solution from the space-time
point x′ to the point x. Using the relation δ(s) = θ′(s), where prime denotes
differentiation with respect to s, we see that

(ic∂0 −H) θ(x0 − x′ 0)ψ(x) = i

∫
(ic∂0 −H)G(x, x′)ψ(x′) d3x′

= icδ(x0 − x′ 0)ψ(x)

from which we infer

(ic∂0 −H)G(x, x′) = cδ(4)(x− x′), (2.9.3)

with
G(x, x′) = 0, x0 < x′ 0,

so that this is said to be a retarded Green’s function. Similarly, we can set
V (x) = 0 and express the solution of the free particle problem as

θ(x0 − x′ 0)φ(x) = i

∫
G0(x, x′)φ(x′) d3x′ (2.9.4)

where
(ic∂0 −H0)G0(x− x′) = cδ(4)(x− x′), (2.9.5)

G0(x− x′) = 0, x0 < x′ 0.

Here G0 depends only on the relative separation x − x′ because the defining
equation is invariant with respect to translation.
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Now rewrite (2.9.1) in the form

(ic∂0 −H0)ψ(x) = V (x)ψ(x).

Using the free particle Green’s function, we replace this by the integral equa-
tion

ψ(x) = φ(x) + i
∫
G0(x− x′)V (x′)ψ(x′)d4x′, (2.9.6)

where φ(x) satisfies (i∂0 − H0)φ(x) = 0. A similar procedure applied to the
differential equation

(ic∂0 −H0)G(x, x′) = cδ(4)(x− x′) + V (x)G(x, x′)

gives the Lippmann-Schwinger integral equation

G(x, x′) = G0(x− x′) +
∫
G0(x− x′′)V (x′′)G(x′′, x′) d4x′′. (2.9.7)

when the interaction is subject to the appropriate boundary conditions as
in (2.9.6). Equations (2.9.6) and (2.9.7) can formally be solved by iteration.
Thus, if G(k) is the k-th approximation, with G(0) = G0, then we obtain a
sequence of approximations of which the first two are

G(1)(x, x′) = G0(x− x′) +
∫
G0(x− x1)V (x1)G0(x1 − x′) d4x1

G(2)(x, x′) = G0(x− x′) +
∫
G0(x− x1)V (x1)G(1)(x1, x

′) d4x1

= G0(x− x′) +
∫
G0(x− x1)V (x1)G0(x1, x

′) d4x1

+
∫ ∫

G0(x− x1)V (x1)G0(x1 − x2)V (x2)G0(x2 − x′) d4x1 d
4x2.

Thus G(1)(x, x′) is the sum of two terms: in the first, particles propagate freely
from x′ to x without scattering; in the second, we sum over all possible events
in which the particle propagates freely from x′ to x1 where it is scattered by
the potential V (x1), and then the scattered particle propagates freely from x1
to x. Similarly G(2)(x, x′) contains beside these terms, a further contribution
from double scattering. The k-th iterate will include terms with up to k-
fold scattering by the potential, and we can regard the formal expansion,
G = G(0) +G(1) +G(2) + . . . as a perturbation series.

To construct the free particle Green’s function for this problem consider

G0(x− x′) =
∫

d4k

(2π)4
e−ik·(x−x′)G(k), (2.9.8)

where k = (z/c,k). The Hamiltonian is H0 = −∇2/2m so that, provided
differentiation under the integral sign is permissible,
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(ic∂0 −H0)G0(x− x′) =
∫

d4k

(2π)4
(
z − k2/2m

)
e−ik·(x−x′)G(k)

= cδ(4)(x− x′)

by (2.9.5). Because

δ(4)(x− x′) =
∫

d4k

(2π)4
e−ik·(x−x′),

we conclude that
G(k) =

(
z − k2/2m

)−1
.

It follows that

G0(x− x′) =
∫

d4k

(2π)4
e−ik·(x−x′) (z − k2/2m+ iε

)−1

where the term iε, ε > 0 has been introduced into the denominator to ensure
that G0(x − x′) is non-zero only when x0 > x′ 0, in line with the integral
representation

θ(s) = − 1
2πi

lim
ε→0

∫ ∞

−∞

de−iωs

ω + iε
dω.

Thus

G0(x− x′) =
∫

d3k

(2π)3
eik·(x−x′)

∫
dz

2π
e−iz(t−t′) (z − k2/2m+ iε

)−1

= −iθ(t− t′)
∫

d3k

(2π)3
exp
(
ik · (x− x′)− ik2(t− t′)/2m

)
Because

ψk(x) = (2π)−3/2 exp(ik ·x− ik2t/2m),
∫
ψk(x)ψ∗

k′(x)d3x = δ(3)(k− k′)

is an eigenfunction of the Schrödinger equation,

(ic∂0 −H0)ψ = 0,

we can conclude that

G0(x− x′) = −iθ(t− t′)
∫
d3kψk(x)ψ∗

k(x′). (2.9.9)

More generally, if a Hamiltonian H has normalized eigenstates ψa(x, t)
satisfying a completeness relation of the form∑

a

ψa(x, t)ψ∗
a(x′, t) = δ(3)(x− x′)
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where the formal sum over a runs over all point and continuous spectra, then
the Green’s function

G(x, x′) = −iθ(t− t′)
∑

a

ψa(x)ψ∗
a(x′),

satisfies (ic∂0−H)G(x, x′) = δ(4)(x−x′). Using this representation, it follows
that

i

∫
d3x′ G(x, x′)ψb(x′) = θ(t− t′)ψb(x)

so that G(x, x′) propagates the state ψb forwards in time. Equally

−i
∫
d3x ψ∗

b (x)G(x, x′) = θ(t′ − t)ψ∗
b (x′)

so that the complex conjugate states are propagated backwards in time

2.9.2 Klein-Gordon operator

The Klein-Gordon equation provides a useful introduction to the construction
of Green’s functions for relativistic equations. We wish to solve the equation(

� +m2c2
)
ψ(x) = F (x) (2.9.10)

where F (x) is some source term. If, as in (2.9.8), we assume that there exists
a Green’s function of the form

∆(x− x′) =
∫

d4k

(2π)4
de−ik·(x−x′)K(k), (2.9.11)

an argument along the lines of the previous section leads to(
−k2 +m2c2

)
K(k) = 1,

so that
K(k) = − 1

k2 −m2c2
. (2.9.12)

The denominator vanishes on the surface k2 = (k0)2 − k2 = m2c2 in 4-space;
for finite mass m this is a two-sheet hyperboloid, degenerating to the light
cone k2 = 0 for m = 0. It is useful to regard the expression (2.9.11) as an
integral over the three degrees of freedom of the space-like components k and a
contour integral over the time-like component k0, choosing paths which avoid
the poles at k0 = ±

√
k2 +m2c2. Thus

∆(z) = −
∫

d3k

(2π)3
exp{ik · z}

∫
C

dk0
2π

exp{−ik0z0}
k2
0 − ω2



2.9 ∗ Green’s functions 113

� �

−ω +ω � k0

� k0

�
�

�
�

�

�

C

Fig. 2.1. Contour C for ∆(x), equation (2.9.13).

where z = (z0,z), ω = +
√

k2 +m2c2 and C is some path in the k0-plane. The
boundary conditions which determine the way in which this kernel propagates
solutions of the Klein-Gordon equation can be used to select the appropriate
path C. We look first at the simple closed contour of Fig. 2.1, C, taken in the
positive sense and surrounding both poles k0 = ±ω. Then

∆(x) = − 1
(2π)4

∫
C

e−ik·x

k2 −m2c2
(2.9.13)

which is equivalent to

∆(x) = − i

(2π)3

∫
d4k ε(k0) δ(k2 −m2c2) e−ik·x (2.9.14)

= − 1
(2π)3

∫
ω>0

d3k

ω
sin k0x0 exp{ik · x} (2.9.15)

where ε(s) is the sign of s, and we have used

ε(k0) δ(k2 −m2c2) =
δ(k0 − ω)− δ(k0 + ω)

2|k0|
(2.9.16)

It is straightforward to show that ∆(x) is invariant under Lorentz transfor-
mations,

∆(Λx) = ∆(x)

and that it is an odd function of x,

∆(x) = −∆(−x) (2.9.17)

as well as being a solution of the Klein-Gordon equation(
� +m2c2

)
∆(x) = 0. (2.9.18)

Because ∆(x) is invariant, it must be a function of the single invariant argu-
ment x2 when x2 < 0 (x space-like), and of the invariant arguments x2 and
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ε(x0) when x2 ≥ 0, (x time-like). Outside the light cone, x2 < 0, there is some
function f such that ∆(x) = f(x2) then ∆(x) = ∆(−x) which, with (2.9.17),
implies ∆(x) = 0. Inside the light cone, we can satisfy the conditions with an
expression of the form ∆(x) = ε(x0) g(x2) for some function g, and then

∆(0,x) = 0. (2.9.19)

Finally, if we differentiate (2.9.15) with respect to x0 under the integral sign,
we get (

∂∆(x)
∂x0

)
x0=0

= −δ(3)(x) (2.9.20)

The properties expressed by (2.9.18)–(2.9.20) enable us to use ∆(x) to
solve the Cauchy problem for the Klein-Gordon equation. Let Fµ(x) be any
function that vanishes as |x| → ∞. We apply Green’s theorem∫

σ

Fµ(x′) dσµ(x′)−
∫

σ0

Fµ(x′) dσµ(x′) =
∫

Ω

∂′
µ Fµ(x′)d4x′

to the space-time region Ω bounded by the space-like surfaces σ0 and σ.
Let Ψ(x) be a wave-packet solution of the Klein-Gordon equation such that
Ψ(x) = Ψ0(x) and nµ∂µΨ0(x), where nµ is the normal on σ0, are given on σ0.
Now choose

Fµ(x′) = ∆(x− x′) ∂′
µΨ(x′)− ∂′

µ∆(x− x′)Ψ(x′).

Because ∆(x−x′) and Ψ(x) are both solutions of the Klein-Gordon equation,

∂µFµ(x) = 0

in Ω. Take σ0 to be a hyperplane x0 = x′ 0, nµ(x) = (1, 0, 0, 0), and apply
(2.9.19) and (2.9.20), giving

Ψ(x) =
∫

σ0

{
∆(x− x′) ∂′

µΨ0(x′)− ∂′
µ∆(x− x′)Ψ0(x′)

}
dσµ(x′),

where x0 > x′ 0. Equation (2.9.16) shows that ∆(x) can be decomposed into
positive and negative frequency parts by writing

∆(x) = ∆(+)(x) +∆(−)(x) (2.9.21)

where
∆(+)(x) =

−i
(2π)3

∫
k0>0

e−ik·x δ(k2 −m2c2) d4k. (2.9.22)

∆(−)(x) =
+i

(2π)3

∫
k0<0

e−ik·x δ(k2 −m2c2) d4k. (2.9.23)

in which we have assumed k0 to be real. We can replace these expressions by
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Fig. 2.2. Contours C+, (2.9.24), and C−, (2.9.25).
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Fig. 2.3. Feynman contour for causal Green’s function.

∆(+)(x) = − 1
(2π)4

∫
C+

e−ik·x

k2 −m2c2
d4k (2.9.24)

valid only for x0 > 0, and

∆(−)(x) = − 1
(2π)4

∫
C−

e−ik·x

k2 −m2c2
d4k (2.9.25)

valid only for x0 < 0, where C+ encircles the single pole +ω and C− encircles
the single pole −ω once in the positive sense. The Feynman propagator, which
propagates positive frequency amplitudes (associated with particles) forward
in time and negative frequency amplitudes (associated with anti-particles)
backward in time, is defined by

∆F (x) =

{
+2i∆(+)(x) for x0 > 0
−2i∆(−)(x) for x0 < 0

(2.9.26)

Its contour integral representation is



116 2 Relativistic wave equations for free particles

∆F (x) =
2i

(2π)4

∫
CF

e−ik·x

k2 −m2c2
d4k (2.9.27)

where the path CF passes below −ω along k0 < 0 and above +ω along k0 > 0.
The path can be deformed onto the real k0-axis if we displace the poles so
that they occur at ±(ω − iε), where ε > 0 is infinitesimal.

2.9.3 Maxwell’s equations: the zero-mass case

Our discussion of the covariant form of Maxwell’s equations in §2.6.1 led to
the equation

�aµ − ∂µ(∂νa
ν) =

1
ε0c
jµ. (2.9.28)

for the four-potential (2.6.13) in terms of the generating currents, for which
the associated Green’s function Dµν(x) must generate solutions of the form

aµ(x) =
1
c

∫
Dµν(x− x′)jν(x′) d4x′ (2.9.29)

in coordinate space. It is convenient to write

Dµν(x) =
∫

d4k

(2π)4
e−ik.xDµν(k)

The most general second rank 4-tensor Dµν(k) that we may construct without
imposing particular constraints will have the form

ε0Dµν(k) = gµν D(k2) + kµkνD
(1)(k2) (2.9.30)

The requirement of current conservation, ∂µj
µ = 0, becomes

kµj
µ = 0

in momentum space, so that a replacement of the form

Dµν(k) → Dµν(k) + kµχν + χµkν (2.9.31)

in (2.9.30), where χµ is an arbitrary four-vector, leaves the four-potential
unchanged. For the same reason, the form of D(1)(k2) does not affect the
four-potential, so that the choice of χµ and of D(1)(k2) together fixes the
gauge. From §2.9.2, the simplest choice, the so-called Feynman gauge, is to
take D(1)(k2) = 0 and to take the zero-mass limit of (2.9.12), giving

DF
µν(k) = −gµν

ε0

1
k2 + iε

(2.9.32)

In this case, aµ satisfies the Lorentz condition, because
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∂µaµ(x) =
1
c

∫
∂µDµν(x− x′)jν(x′) d4x′ = 0

so that kµDµν(k)jν(k) = 0 for a conserved current. The Landau gauge

DL
µν(k) = − 1

ε0k2

{
gµν −

kµkν

k2

}
, (2.9.33)

for which kµDL
µν(k) = 0, is also useful. We shall make extensive use of the

(non-covariant) Coulomb gauge, for which

χµ = kµ/2k2 |k|2, (2.9.34)

giving

DC
00(k) =

1
ε0|k|2

, DC
ij(k) =

1
ε0k2

{
δij −

kikj

|k|2 ,
}
, i.j = 1, 2, 3, (2.9.35)

whilst D0i(k) = Di0(k) = 0. Whilst the lack of covariance will be inconvenient
if we need to compare solutions in different reference frames, most calculations
of atomic and molecular properties fix the coordinate frame at the outset.
We shall need to take this into account at a later stage. From (2.9.29) and
(2.9.35), we see that the Coulomb gauge splits the four-potential into a scalar
potential depending only on the ν = 0 component of jν(x′), the charge density,
and a vector potential depending only on the 3-current vector. In coordinate
representation, we see that

DC
00(x) =

1
(2π)4ε0

∫
d4k

e−ik·x

|k|2 =
δ(x0)

4πε0|x|
, (2.9.36)

which is just the Coulomb interaction kernel, acting instantaneously.
To calculate the kernels DC

ij(x), it is useful first to consider the Feynman
kernel,

DF (x) =
1

(2π)4ε0

∫
d4k

k2 + iε
e−ik·x (2.9.37)

=
1

(2π)

∫
dz e−izx0

.
1

(2π)3ε0

∫
d3k

eik.x

|k|2 − z2 − iε
where we have written k0 = z. Because the space-like integrand is spherically
symmetric, apart from the exponential numerator, we can take x along the
z-axis, and integrate over the azimuthal coordinate, giving∫

d3k

(2π)3ε0
eik.x

k2 − z2 − iε =
∫ ∞

0

1
k2 − z2 − iε

∫ +1

−1
eikrµdµ

k2dk

(2π)2ε0

=
−i

(2π)2ε0
1
r

∫ ∞

−∞

eikrk dk

k2 − z2 − iε

=
ei|z|r

4πε0r
,

(2.9.38)
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where we have used symmetry to extend the range of integration to the whole
real line, and only the pole at k = (|z|+ iε) contributes. Hence

DF (x) =
∫
dz

2π
e−izx0+i|z|r

4πε0r
. (2.9.39)

This calculation also gives immediately the term proportional to δij in
(2.9.35). A similar construction, using

∂i∂jeik.x = −kikjeik.x,

leads to

DC
ij(x) = −

∫
dz

2π
e−izx0

{
δij

ei|z|r

4πε0r
+ ∂i∂j

ei|z|r − 1
4πε0r |z|2

}
(2.9.40)

This propagator introduces retardation effects arising from the finite speed of
propagation of electromagnetic signals. For light elements, it is often a good
approximation to assume that only long wavelength photons, in the sense that
|zr| � 1, lead to measurable effects. In this case (2.9.40) gives

lim
z→0

DC
ij(x) =

1
4πε0

∫
dk0
2π

e−izx0
.

{
δij
r
− 1

2
∂i∂j r

}
= − δ(x

0)
8πε0r

{
δij +

xixj

r2

}
(2.9.41)

in which there is no time-dependence. This long wavelength approximation
yields an interaction potential first derived by Breit [33].

2.9.4 Free-particle Dirac equation

Green’s functions for the Dirac operator are matrix-valued and exist in similar
forms to the Green’s functions ∆,∆(+), ∆(−), and ∆F already encountered.
Corresponding to the causal propagator (2.9.27), for example, we have

SF (x) = −(γµpµ +mc)∆F (x)

= − 2i
(2π)4

∫
CF

γµkµ +mc
k2 −m2c2

e−ik·x d4k (2.9.42)

which satisfies the equation

(γµpµ −mc)SF (x− x′) = −2i δ(4)(x− x′) (2.9.43)

where pµ = i∂µ = i∂/∂xµ. In many applications, it is useful to separate out
the time dependence by writing

SF (x− x′) =
i

π

∫
CF

dz G(x,x′; z)γ0 e−iz(x−x′)0/c. (2.9.44)
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Substituting into (2.9.43) and using

γµpµ −mc = γ0(i∂0 −H/c), H = cα · p + βmc2

and
γµpµ +mc = (i∂0 +H/c) γ0

we find, using (2.9.42), that

G(x,x′; z) =
z +H
c

∫
d3k

(2π)3
eik.x

k2 − p2 − iε

=
z +H
c

ei|p|R

4πR
(2.9.45)

where R = |x− x′|, p2 = z2 −m2c2, and

(H − z)G(x,x′; z) = cδ(3)(x− x′). (2.9.46)

As in the Klein-Gordon case, this is exactly what is required in QED to ensure
that the theory incorporates the correct boundary conditions to describe the
motions of both positrons and electrons.
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3

The Dirac Equation

The solutions of the Dirac equation for the free electron and for hydrogenic
atoms with stationary nuclei are primary building blocks for calculations on
more complex many-electron systems. Section 3.1 introduces many useful no-
tions, including plane wave solutions, the bilinear covariant expressions repre-
senting physical quantities such as the electron charge-current density, along
with energy and spin projection operators. Charge conjugation relates electron
and positron solutions. The separation of angular and radial amplitudes of cen-
tral field Dirac spinors is explained in detail, permitting solution of the radial
equations for bound and continuum states. Applications include relativistic
Coulomb scattering and relativistic quantum defect theory. We show how to
construct partial wave Green’s functions for the free and for hydrogenic Dirac
electrons and sum the partial wave expansion for the free electron. Finally, we
discuss the nonrelativistic limit and approximate relativistic Hamiltonians.

Supplementary material on relativistic notation (§A.1), Dirac matrices
(§A.2), the properties of spherical Bessel functions (§A.3.1), confluent hyper-
geometric functions (§A.3.2), and frequently used properties of central field
Dirac orbitals (§A.4) has been collected in the appendices.

3.1 Free particles

The form of Dirac’s equation for free particles, (2.5.7), which is most conve-
nient for demonstrating the relativistic covariance properties, is

{γµpµ −mc}ψ = 0, (3.1.1)

where the 4× 4 γµ matrices have the property (2.5.8)

{γµ, γν} = 2gµνI4; (3.1.2)

in particular
(γi)2 = −I4, (γ0)2 = I4; (3.1.3)
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The µ = 0 matrix is therefore Hermitian, whilst the remainder are anti-
Hermitian. We shall use the representation (2.5.11) in terms of Pauli matrices

γ0 =
(
I 0
0 −I

)
, γi =

(
0 σi

−σi 0

)
, (3.1.4)

and define

γ5 = γ5 = iγ0γ1γ2γ3 =
(

0 I
I 0

)
. (3.1.5)

It follows that

(γ5)2 = I4,
{
γ5, γµ

}
= 0, µ = 0, 1, 2, 3. (3.1.6)

3.1.1 Properties of Dirac matrices

Any 4 × 4 matrix can be represented as a linear combination of 16 linearly
independent matrices generated by the four γ-matrices, forming what is known
as a Clifford algebra. The 16 matrices, Γ a, so generated are conventionally
represented as follows

ΓS : I4 Scalar 1 matrix
ΓV

µ : γµ Vector 4 matrices

ΓT
µν : σµν = i

2 [γµ, γν ] Antisymmetric tensor 6 matrices

ΓA
µ : γ5γµ Pseudovector 4 matrices

ΓP : γ5 Pseudoscalar 1 matrix

The reason for labelling these matrices as scalar, vector, tensor, pseudovector,
and pseudoscalar is explained in §3.1.3. Their main properties are

1. (Γ a)2 = ±I4.
2. For any Γ a (Γ a �= ΓS = I4) we can find Γ b such that

{
Γ a, Γ b

}
= 0.

3. For any Γ a, Γ b with a �= b, we can find a number η = ±1,±i and a Γ c

such that Γ aΓ b = ηΓ c, where Γ c �= ΓS = I4.

We deduce first of all that the trace of each matrix Γ a �= ΓS = I4 vanishes.
For tr Γ a = tr [Γ a(Γ b)2] = −tr [Γ bΓ aΓ b], using property 2. Because the
trace of a product of matrices is invariant under cyclic permutation, this
gives tr Γ a = −tr [(Γ b)2Γ a] = −tr Γ a, so that tr Γ a vanishes. The linear
independence of the Γ a now follows; the equation∑

a

caΓ
a = 0

holds if and only if ca = 0 for all a. (Multiply from the left by, say, Γ b and
take the trace to conclude that cb = 0). A table of properties of Dirac matrices
will be found in Appendix A.2.
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3.1.2 Covariance properties

A Lorentz or Poincaré transformation from one inertial frame of reference to
another preserves the form of Dirac’s equation: in other words(

i�γµ ∂

∂xµ
−mc

)
ψ(x) = 0 (3.1.7)

transforms into (
i�γµ ∂

∂x′µ −mc
)
ψ ′(x′) = 0 (3.1.8)

under the inhomogeneous Lorentz (Poincaré) transformation (2.3.1)

x→ x′ = Λx+ a. (3.1.9)

The invariance with respect to translation x → x′ = x + a is obvious, so we
can set a = 0 and restrict the discussion to pure Lorentz transformations. We
assume a relation

ψ′(x′) = S(Λ)ψ(x) (3.1.10)

where S(Λ) is a nonsingular 4 × 4 matrix. The relation between ψ and ψ′

is then a local one so that an observer in the new frame can immediately
construct ψ′ when given ψ. Substituting in (3.1.8) gives

i�γµ ∂

∂x′µS(Λ)ψ(x)−mcS(Λ)ψ(x) = 0.

From (3.1.9),
∂

∂x′µ =
∂xν

∂x′µ
∂

∂xν
= (Λ−1)ν

µ
∂

∂xν

so that
i�γµ(Λ−1)ν

µ
∂

∂xν
S(Λ)ψ(x)−mcS(Λ)ψ(x) = 0,

and S(Λ) is characterized by

S(Λ)γµS−1(Λ) = (Λ−1)µ
νγ

ν . (3.1.11)

The next step is to construct S(Λ); for an infinitesimal Lorentz transfor-
mation

Λµ
ν = gµ

ν + ωµ
ν + · · · , ωµν = −ωνµ, (3.1.12)

the corresponding transformation matrix is

S(Λ) = I − i

4
σµν ω

µν + · · · , S−1(Λ) = I +
i

4
σµν ω

µν + · · · ,

where σµν = −σνµ. Substituting in (3.1.11), we find that

[γµ, σνρ] = 2i(gµ
ν γρ − gµ

ρ γν)
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which is satisfied if we set
σνρ =

i

2
[γν , γρ].

From this, we can derive a finite transformation of the form

S(Λ) = e−(i/4)ωµνσµν

(3.1.13)

where ωµν is now finite, rather than infinitesimal, and antisymmetric in the
indices µ and ν. Thus S(Λ) is unitary for real rotations in R3, and Hermitian
for Lorentz boosts. Equation (3.1.10) may also be written

ψ ′(x) = S(Λ)ψ(Λ−1x) (3.1.14)

so that

ψ′(x) =
(
I − i

4
σµν ω

µν

)
ψ(xρ − ωρ

σx
σ)

=
(
I − i

4
σµν ω

µν + xµω
µν∂ν

)
ψ(x) + o(ωµν)

=
(
I − i

2
ωµν Jµν

)
ψ(x) + o(ωµν)

where the infinitesimal generator

Jµν = i (xµ∂ν − xν∂µ) +
1
2
σµν . (3.1.15)

can be recognised as the quantum mechanical total angular momentum oper-
ator.

The Poincaré algebra, §2.3, contains the infinitesimal generators

Pµ = i∂µ, Wµ = −1
2
εµνρσJ

νρPσ =
1
4
εµνρσσ

νρPσ, (3.1.16)

which are important in determining the irreducible representations. Their
scalar product vanishes,

WµP
µ = 0,

and
[Wµ, Pν ] = 0, [Wµ,Wν ] = −iεµνρσW

ρPσ.

Because the operators P · P and W · W commute with every operator of
the group they can be used to label the irreducible representations. Now by
operating on (2.5.7) from the left with γµpµ +mc, we see that

P · Pψ = −�ψ = m2c2ψ

for any solution ψ of Dirac’s equation, so that the rest mass m of the particle
is one of the labels required. We can evaluate the other label in any convenient
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inertial frame, in particular the one in which P 0 takes the value mc/� and
the space-like components P i vanish. In this frame, equation (3.1.16) takes
the values

Wµ = mc(0, s)

where s is defined in terms of the Pauli matrices as

si =
1
2
σi, i = 1, 2, 3.

Thus
W ·Wψ = −m2c2s2ψ = −3

4
m2c2ψ,

verifying that a Dirac particle has an intrinsic spin of 1
2 .

3.1.3 Bilinear covariants

We define the Dirac adjoint ψ(x) by

ψ(x) = ψ†(x)γ0, (3.1.17)

where ψ†(x) is the Hermitean conjugate of ψ(x).1 From (3.1.10) we see that,
under a Lorentz transformation,

ψ ′(x′) = ψ(x)γ0S(Λ)†γ0

= ψ(x)S−1(Λ), (3.1.18)

where the last line follows by use of the explicit form (3.1.13). Then a bilinear
expression of the form

ψ(x)Aψ(x),

where A is any 4× 4 matrix, transforms so that

ψ ′(x′)Aψ′(x′) = ψ(x)S−1(Λ)AS(Λ)ψ(x).

As a specific example, we defined the density (2.5.2) and the probability
current (2.5.3) as the components of a conserved charge-current four-vector
jµ, with

jµ = (j0, j), j0/c = ρ = ψ†ψ, j = ψ†cαψ;

in terms of the Dirac adjoint, this can be written

jµ = ψ(x)c γµψ(x). (3.1.19)

Because (3.1.11)
S−1(Λ)γµS(Λ) = Λµ

νγ
ν ,

1 We remind the reader that ψ†(x) is a 4-column row vector whose elements are
the complex conjugates of the elements of the 4-row column vector ψ(x).



126 3 The Dirac equation

we see that
j′ µ(x′) = ψ ′(x′)cγµψ′(x′) = Λµ

νj
ν(x),

verifying that jµ(x) transforms like a four-vector as previously asserted. Sim-
ilarly, by taking A as the identity matrix, we find that ψ(x)ψ(x) is a scalar
density. These two quantities are examples of bilinear covariants that can be
constructed from expressions of the form ψ(x)Aψ(x), where A is one of the Γ
operators listed in Section 3.1.1. Thus the effect of a Lorentz transformation
is represented by

S: ψ ′ ΓS (x′) ψ ′(x′) = ψ(x)ΓSψ(x),

V: ψ ′(x′) (ΓV )µ ψ′(x′) = Λµ
ν ψ(x)(ΓV )ν ψ(x),

T: ψ ′(x′) (ΓT )µν ψ ′(x′) = Λµ
ρΛ

ν
σ ψ(x) (ΓT )ρσψ(x),

A: ψ ′(x′) (ΓA)µ ψ′(x′) = det(Λ)Λµ
ν ψ(x) (ΓA)ν ψ(x),

P: ψ ′(x′)ΓP ψ ′(x′) = det(Λ)ψ(x)ΓP ψ(x),

justifying identifying these combinations as scalar (S), vector (V), antisym-
metric second rank tensor (T), axial- (or pseudo)-vector (A), and pseudoscalar
(P). The last two change sign under inversions, for which det(Λ) = −1. The
bilinear covariants, in particular jµ, represent observable quantities with well
defined properties under Lorentz transformations, which are needed to con-
struct coupling of the Dirac field to other fields. For example, the minimal cou-
pling to the Maxwell field, used to study the motion of a test charge in Section
2.6.4, involves the invariant interaction jµAµ, where Aµ is the 4-potential.

3.1.4 Plane wave solutions

The equation (3.1.1)
(i�γµ∂µ −mc)ψ = 0

has plane wave solutions

ψ(x) = e−ix·p /� u(p); (3.1.20)

the exponential has the invariant exponent

x · p = x0 p0 − x · p = t E(|p|)− x · p

where E(|p|) = cp0 is the energy, and the (4-component) spinor u(p) satisfies

(�p−mc)u(p) = 0, �p := γµp
µ. (3.1.21)

Multiplying from the left by �p+mc and using (2.5.8) we see that

(p2 −m2c2)u(p) = 0 (3.1.22)

verifying that pµ is the particle’s 4-momentum. The energy is ±E(|p|), where
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E(|p|) = cp0 = +
√
m2c2 + p2. (3.1.23)

We therefore have (particle) solutions with positive energy and positive fre-
quency ω = E(|p|)/� and (antiparticle) solutions with negative energy and
negative frequency ω = −E(|p|)/�.

The solutions in an arbitrary inertial reference frame can be obtained
directly from the partitioned form of (3.1.21),(

mc− p0 σ · p
σ · p −mc− p0

)
u(p) = 0.

There are two linearly independent solutions for positive energies, p0 > 0 and
two for negative energies, p0 < 0. Writing

φ1 =
(

1
0

)
, φ2 =

(
0
1

)
,

we have, when p0 > 0,

u(r)(p) =
(
E(|p|) +mc2

2E(|p|)

)1/2
⎛⎝ φr

cσ · p
E(|p|) +mc2

φr

⎞⎠ r = 1, 2, (3.1.24)

and, when p0 < 0,

v(r)(p) =
(
E(|p|) +mc2

2E(|p|)

)1/2
⎛⎝ −cσ · p
E(|p|) +mc2

φr

φr

⎞⎠ r = 1, 2. (3.1.25)

The Lorentz invariant normalization has been chosen so that the solutions
form an orthonormal set,

u(r)(p)u(s)(p) = v(r)(p) v(s)(p) = δrs

u(r)(p) v(s)(p) = v(r)(p)u(s)(p) = 0.

We also see that if we write p = (E(|p|)/c, p), then u(r)(p), v(s)(p) satisfy
respectively

(�p−mc)u(r)(p) = 0, (− �p−mc)v(s)(p) = 0 (3.1.26)

The probability current-density 4-vector associated with the spinor wave func-
tion ψ(x) is jµ(x) = ψcγµψ. Writing

ψ(+)(r) = e−ix·p/� u(r)(p), ψ(−)(s) = e+ix·p/� v(s)(p),

gives
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ψ (+)(r)cγµψ(+)(s) = u (r)(p)cγµu(s)(p) = u (r)(p)
{γµ, �p}

2m
u(s)(p)

=
pµ

m
δrs (3.1.27)

where the first step follows from (3.1.21) and the second from (2.5.8). From
elementary relativistic mechanics, a particle with rest mass m and velocity v
has velocity 4-vector

V µ = pµ/m = γ(v)(c,v), γ(v) = 1/
√

1− v2/c2

so that (3.1.27) agrees with the classical result.
A similar argument for the negative energy (negative frequency) plane

wave states gives

ψ (−)(r)cγµψ(−)(s) = −p
µ

m
δrs. (3.1.28)

This time, all the momentum components are reversed: the particles appear to
be going backwards! However, because the energy is negative in (3.1.28), the
probability density, ρ = j0/c, remains positive for both positive and negative
energy states.

3.1.5 Energy and spin projectors

The plane wave solutions of Dirac’s equation can be divided into disjoint
sets according to the sign of the energy. From (3.1.26), we can construct the
orthogonal projection operators Λ+(p), Λ−(p) onto the positive and negative
energy manifolds:

Λ+(p) =
mc+ �p
2mc

=
∑
α

u(α)(p)⊗ u (α)(p) (3.1.29)

Λ−(p) =
mc− �p
2mc

=
∑
α

v(α)(p)⊗ v (α)(p), (3.1.30)

where if a and b are respectively a 4-spinor with components ai and an adjoint
(row) 4-spinor with components b∗j , then the 4 × 4 matrix a ⊗ b has matrix
elements (a⊗ b)ij = ai b

∗
j . The projectors satisfy

Λ2
±(p) = Λ±(p)

Λ+(p) + Λ−(p) = I (3.1.31)
Λ+(p)Λ−(p) = Λ−(p)Λ+(p) = 0.

T rΛ±(p) = 2

The irreducible representations of the Poincaré group can be characterized
by the invariants C1 = P · P and C2 = w · w, §2.3, which we can use to
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classify the plane wave solutions. Let n be any space-like four-vector satisfying
n · p = 0 and normalized so that n · n = −1. From (3.1.16) we see that
w · n = 1

4εµνρσn
µσνρpσ, which reduces to w · n = − 1

2γ5 �n �p. We have already
seen that, in the rest frame,

wµ =
mc

2
(0,Σ)

where

Σ =
(

σ 0
0 σ

)
so that, if n = n(3) = (0, 0, 0, 1) is directed along the z-axis,

w · n(3) = −mc
2
Σ3.

Thus, in the rest frame, solutions are eigenstates of −w · n(3)/mc = w3/mc
corresponding to eigenvalues +1

2 (spin-up) for u(1), v(1) and − 1
2 (spin-down)

for u(2), v(2).
When n is a space-like unit vector, n · n = −1,

P (n) =
1
2
(1 + γ5 �n), P 2(n) = P (n), P (n)P (−n) = 0. (3.1.32)

is a projection operator. When n = n(3),

P (n(3)) =
1
2
(1 + γ5 �n(3)) =

1
2

[
1 + σ3 0

0 1− σ3

]
,

so that

P (n3)u(1)(mc,0) = u(1)(mc,0),

P (n3)v(2)(mc,0) = v(2)(mc,0),

P (−n3)u(2)(mc,0) = u(2)(mc,0),

P (−n3)v(1)(mc,0) = v(1)(mc,0),

corresponding respectively to spin projections +1
2 for u1 and v1 and − 1

2 for
u2 and v2. Making a Lorentz transformation to a frame in which the parti-
cle has 3-momentum p, the states u(r)(mc,0), v(s)(mc,0) become the states
u(r)(p), v(s)(p) which are also eigenstates of −w ·n/mc, where n is the Lorentz
transform of n(3). Thus for any space-like vector n with n·p = 0, P (n) projects
onto positive energy states that have spin Σ · n = +1

2 and negative energy
states that have spin Σ · n = − 1

2 in the rest frame.
We can also choose n = (p0,p)/mc so that its space part n is parallel to

the 3-momentum vector p; then

P (n)Λ±(p) =
(
I ± Σ · p

|p|

)
Λ±(p),
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defining the helicity representation.
It is usual to write the eigenvectors of P (n) as u(p, n) for positive energy

and v(p, n) for negative energy states, so that

P (n)u(p, n) = u(p, n), P (−n)v(p, n) = v(p, n).

The relations

[Λ±(p), P (n)] = 0,
Λ+(p)P (n) + Λ−(p)P (n) + Λ+(p)P (−n) + Λ−(p)P (−n) = I,

T rΛ±(p)P (±n) = 1

enable us to classify the set of plane wave solutions in terms of spin polariza-
tion and 4-momentum together.

3.1.6 Charge conjugation

Minimal coupling to an external electromagnetic field, §2.5.5, replaces pµ by
Πµ,

{γµΠµ −mc}ψ = 0,

which we can decompose into

{iγµ ∂µ −mc}ψ =
q

c
γµaµ ψ, (3.1.33)

in which the motion of the charged particle is driven by the interaction term
on the right hand side. There exists a charge conjugate spinor, ψc = C ψ

t
,

which satisfies (3.1.33) but with the sign of q reversed,

{iγµ ∂µ −mc}ψc = −q
c
γµaµ ψc. (3.1.34)

Recall that ψ = ψ†γ0, where the dagger denotes Hermitian conjugation. The
Dirac conjugate of (3.1.33) is

−i(∂µψ)γµ −mcψ =
q

c
ψ γµaµ,

and taking the matrix transpose gives

(iγµ t∂µ +mc)ψ
t
= −q

c
γµ t aµ ψ

t
.

The charge conjugation matrix

C = iγ2γ0 = −iσ1 ⊗ σ2 =
(

0 −iσ2

−iσ2 0

)
, (3.1.35)

has the property, Appendix A.2,
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γµ t = −C−1γµC,

from which (3.1.34) follows, and

ψc = C ψ
t
= iγ2 ψ∗ =

(
0 −iσ2

+iσ2 0

)
ψ∗. (3.1.36)

It is instructive to apply the charge conjugation transformation to the
plane wave states (3.1.20). Complex conjugation maps exp (−ip · x) into
exp (+ip · x). Effectively this transforms p → −p ; the 3-momentum is re-
versed, and positive frequency oscillations become negative frequency and
vice versa. The spinor amplitudes (3.1.24) and (3.1.25) are both real, so we
have only to operate on them with C. The result is simple in the particle’s
rest frame, in which

u(r) =
(
φr

0

)
, v(r) =

(
0
φr

)
.

Since iσ2 φ1 = −φ2 and iσ2 φ2 = +φ1, we find

u(1) → v(2), u(2) → −v(1), v(1) → u(2), v(2) → −u(1)

so that when p = (mc, 0, 0, 0),

ψ(+)(1)
c = ψ(−)(2), ψ(+)(2)

c = −ψ(−)(1),

ψ(−)(1)
c = ψ(+)(2), ψ(−)(2)

c = −ψ(+)(1).

It follows that, for a particle at rest, charge conjugation maps positive energy
states onto the corresponding negative energy states and flips the spin.

The expectation values of operators O are derived from

〈O 〉 =
∫
ψOψ d3x (3.1.37)

Substituting ψc for ψ and manipulating the resulting expression gives

〈O 〉c =
∫
ψcOψc d

3x = −〈γ2O∗ γ2 〉∗, (3.1.38)

from which we deduce the following correspondences:

〈xµ 〉c = 〈xµ 〉, 〈 pµ 〉c = −〈 pµ 〉, 〈 jµ 〉c = 〈 jµ 〉, 〈β 〉c = −〈β 〉,

〈Σ 〉c = −〈Σ 〉 〈L 〉c = −〈L 〉 〈J 〉c = −〈J 〉
where J = L + 1

2Σ.
Equation (3.1.33) can be put into the Schrödinger form, (2.5.33),

i
∂ψ

∂t
=
{
cα · (p− qA) + βmc2 + qΦ

}
ψ,
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which enables us to identify the corresponding Dirac Hamiltonian

HD(q) := cα · (p− qA) + βmc2 + qφ (3.1.39)

The charge conjugation rules now give

〈HD(−q) 〉c = −〈HD(+q) 〉, (3.1.40)

connecting the negative energy states of a Dirac particle with the correspond-
ing positive energy states of its anti-particle.

3.2 Spherical symmetry

Dirac’s equation for a particle in a spherically symmetric scalar potential can
be obtained from (3.1.39) by setting A = 0 and writing qΦ = V (r), where
r = |x| is the distance from the origin of coordinates in R3, so that

i�
∂ψ

∂t
= {cα · p + βmc2 + V (r)}ψ. (3.2.1)

This equation is the starting point for much of the theory of atomic and
molecular structure, so that we shall need a thorough understanding of its
properties. We first look for stationary states of the form

ψ(x) = e−iEt/� φ(x)

so that E will be an eigenvalue of the Dirac Hamiltonian

H φ(x) = {cα · p + βmc2 + V (r)}φ(x) = E φ(x). (3.2.2)

The Hamiltonian is only invariant under rotations and space-like reflections.
The infinitesimal generators of rotations are the components of J = L + S,
where S = 1

2 Σ, so that we expect to be able to characterize the eigenstates
in the usual way by the eigenvalues of J2 and J3. By elementary algebra, we
find S2 = 3

4I4, so that S2 is a multiple of the identity and therefore commutes
with H. Finally, the operator

P = βP, P f(x) = f(−x) (3.2.3)

also commutes with H, and so its eigenvalues are also constants of the mo-
tion. We shall use lower case letters j, l, s to denote the angular momentum
operators on a 2-spinor space.

In a spherical polar coordinate system, (r, θ, ϕ), eigenstates of (3.2.2) have
the 4-spinor structure

φ(x) =
1
r

(
P (r)χκm(θ, ϕ)
iQ(r)χ−κm(θ, ϕ)

)
(3.2.4)
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The spin-angle 2-spinors χκm(θ, ϕ) are eigenfunctions of j2 and j3, belonging
to a (2j + 1)-dimensional irreducible representation of SO(3), so that

j2χκm(θ, ϕ) = j(j + 1)�2 χκm(θ, ϕ), j3χκm(θ, ϕ) = m�χκm(θ, ϕ), (3.2.5)

where m = −j,−j + 1, . . . , j, j = 1
2 ,

3
2 ,

5
2 , . . . χκm is also an eigenfunction

of l2 with eigenvalue l(l+ 1)�2 where l can take the values j+ 1/2 or j− 1/2.
The cleanest classification depends on the relation

Kχκm(θ, ϕ) = κχκm(θ, ϕ), (3.2.6)

where
K = −[1 + j2 − l2 − s2] = −(1 + σ · l), (3.2.7)

so that the notation

κ = (j + 1/2)η when l = j +
1
2
η, η = ±1,

enables us to track which coupling of l and s is involved. The conventions used
in labelling Dirac 4-spinors in spherical symmetry are given in Table A.1.

3.2.1 Angular structure

We construct spin-angular functions by diagonalizing the product representa-
tion D(l) ×D(1/2) in the usual way using the the Clebsch-Gordon decomposi-
tion

D(l) ×D(1/2) = D(l+1/2) ⊕D(l−1/2)

The representation D(1/2) is two-dimensional; we can choose a basis of eigen-
vectors of s2 and s3, where s = 1

2σ, namely

φ1/2 =
(

1
0

)
, φ−1/2 =

(
0
1

)
,

so that
s2 φσ =

3
4
φσ, s3 φσ = σφσ, σ = ±1

2
.

The representation D(l) is (2l+ 1)-dimensional; its basis vectors can be taken
to be the spherical harmonics

{Y m
l (θ, ϕ) |m = −l,−l + 1, . . . , l} ,

so that

l2 Y m
l (θ, ϕ) = l(l + 1)Y m

l (θ, ϕ),
l3 Y

m
l (θ, ϕ) = mY m

l (θ, ϕ)
l±Y

m
l (θ, ϕ) = [l(l + 1)−m(m± 1)]1/2Y m±1

l (θ, ϕ).
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The spherical harmonics, defined in (B.3.23), with the required phase conven-
tions are given by

Y m
l (θ, ϕ) =

(
2l + 1

4π

)1/2

Cm
l (θ, ϕ)

Cm
l (θ, ϕ) = (−1)m

[
(l −m)!
(l +m)!

]1/2

Pm
l (θ)eimϕ if m ≥ 0 (3.2.8)

C−m
l (θ, ϕ) = (−1)mCm

l (θ, ϕ)∗.

Basis functions for the representations D(j) with j = l ± 1
2 can now be con-

structed from sums of products of the form2

χκm(θ, ϕ) =
∑

σ

(l,m− σ, 1/2, σ | l, 1/2, j,m) Y m−σ
l (θ, ϕ)φσ (3.2.9)

where l = j + 1
2η, η = sgn κ. Inserting explicit expressions for the Clebsch-

Gordon coefficients3 gives

χ+|κ|m(θ, ϕ) =

⎛⎜⎜⎜⎝
−
(
j + 1−m

2j + 2

)1/2

Y
m−1/2
j+1/2 (θ, ϕ)(

j + 1 +m
2j + 2

)1/2

Y
m+1/2
j+1/2 (θ, ϕ)

⎞⎟⎟⎟⎠ (3.2.10)

χ−|κ|m(θ, ϕ) =

⎛⎜⎜⎜⎝
(
j +m

2j

)1/2

Y
m−1/2
j−1/2 (θ, ϕ)(

j −m
2j

)1/2

Y
m+1/2
j−1/2 (θ, ϕ)

⎞⎟⎟⎟⎠ (3.2.11)

The eigenfunctions χκm(θ, ϕ) are orthonormal on the unit sphere with respect
to the inner product4

(χκ′m′ |χκm) =
∫ ∫

χ†
κ′m′(θ, ϕ)χκm(θ, ϕ) sin θ dθ dϕ = δκ′κ δm′m. (3.2.12)

3.2.2 The operator σr

The operator σr = σ ·er sets up an involution connecting basis functions with
opposite signs of κ:
2 In this book we use the convention that the order of coupling is l, s, j. The same

spin-angle basis functions are obtained if we use the order s, l, j but there is a
phase difference (−1)l−j+1/2. It is vital not to mix formulae based on different
conventions!.

3 Compare [2, §2.12]; Louck uses Y(j±1/2,1/2)jm for our χ±|κ|m
4 χ† is the Hermitian conjugate of χ, a row vector whose two elements are the

complex conjugates of those of χ. The scalar product is therefore an ordinary
function of the variables θ, ϕ.
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σr χκm(θ, ϕ) = −χ−κm(θ, ϕ). (3.2.13)

Recall that χκm(θ, ϕ) and χ−κm(θ, ϕ) are both eigenfunctions of j2 and j3
belonging to the same eigenvalue pair j,m, but with opposite parity. The
commutator relations

[l, σr] = −i� x× σ

r
= − [s, σr] ,

can be verified by straightforward calculation, so that as j = l + s,

[j, σr] = 0.

Thus
jσr χκm(θ, ϕ) = σrj χκm(θ, ϕ),

verifying that both χκm(θ, ϕ) and σr χκm(θ, ϕ) are simultaneous eigenfunc-
tions of j2 and j3 belonging to the same pair j,m. Similarly, as Px = −x and
P does not act on spin matrices, we have

{P, σr} = 0

so that
Pσr χκm(θ, ϕ) = −σrP χκm(θ, ϕ).

It follows that χ−κm(θ, ϕ) is proportional to σr χκm(θ, ϕ) and it is only nec-
essary to find the constant of proportionality. The simplest way to do this is
to observe that, in spherical polar coordinates,

er = (sin θ cosϕ, sin θ sinϕ, cos θ)

so that

σr = σ · er =
(

cos θ sin θe−iϕ

sin θe+iϕ − cos θ

)
Now because the constant of proportionality must not depend on θ and ϕ, we
can pick a particular direction, say θ = 0, ϕ = 0, to verify equation (3.2.13).
It is also instructive to observe that this result holds for general directions by
direct computation: the relations for contiguous associated Legendre polyno-
mials [3, p. 161, equations (15) – (18)] give, for example,√

j +m
2j

Y
m−1/2
j−1/2 (θ, ϕ) =

cos θ

√
j + 1−m

2j + 2
Y

m−1/2
j+1/2 (θ, ϕ)− sin θ e−iϕ

√
j + 1 +m

2j + 2
Y

m+1/2
j+1/2 (θ, ϕ)
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j −m

2j
Y

m+1/2
j−1/2 (θ, ϕ) =

sin θe+iϕ

√
j + 1−m

2j + 2
Y

m−1/2
j+1/2 (θ, ϕ) + cos θ

√
j + 1 +m

2j + 2
Y

m+1/2
j+1/2 (θ, ϕ)

reproduces the components of χ−|κ|m(θ, ϕ) from σrχ+|κ|m(θ, ϕ). The inverse
transformation is left as an exercise for the reader.

3.2.3 The operator c σ · p

We start by expanding x× l = x× (x× p) and rearranging to give

p = erpr −
1
r
er × l, pr = er · p = −i∂r,

taking care not to change the order of the noncommuting quantum mechanical
operators x and p. Thus

cσ · p = c σrpr −
c

r
σ · (er × l),

Because (A.2.16),

(σ · er)(σ · l) = (er · l) + iσ · (er × l),

(er · l) = 0 and K = −1− σ · l we arrive at the important formula

cσ · p = −ic σr

(
∂r +

K + 1
r

)
, (3.2.14)

3.2.4 Separation of radial and spin-angular parts

The Dirac central field Hamiltonian can be partitioned in conformity with
(3.2.4) so that, with the corresponding representation of α and β matrices
and the formula (3.2.14),

H = cα · p + βmc2 + V (r) (3.2.15)

=

⎛⎜⎜⎝mc
2 + V (r) −ic σr

(
∂r +

K + 1
r

)
−ic σr

(
∂r +

K + 1
r

)
−mc2 + V (r)

⎞⎟⎟⎠ ,
and
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0 = (H − E)φ(x) (3.2.16)

= (cα · p + βmc2 + V (r)− E)

⎛⎜⎝
P

r
χκm(θ, ϕ)

i
Q

r
χ−κm(θ, ϕ)

⎞⎟⎠

=
1
r

⎛⎜⎜⎝
{

(mc2 + V (r)− E)P + c
(
−dQ
dr

+
κ

r
Q

)}
χκm(θ, ϕ)

i

{
c

(
dP

dr
+
κ

r
P
)

+ (−mc2 + V (r)− E)Q
}
χ−κm(θ, ϕ)

⎞⎟⎟⎠ .
The substitution (

d

dr
+

1
r

)
f(r)
r

=
1
r

df(r)
dr

,

allows extraction of a common prefactor 1/r. The linear independence of the
spin-angle functions allows us to separate the radial parts to give the coupled
equations

(mc2 + V (r)− E)P + �c

(
−dQ
dr

+
κ

r
Q

)
= 0

�c

(
dP

dr
+
κ

r
P

)
+ (−mc2 + V (r)− E)Q = 0.

(3.2.17)

The 4-spinors (3.2.4) with m = −j, . . . ,+j span a (2j + 1)-dimensional ir-
reducible representation of the rotation group. Their symmetries, exploited
in [1], simplified the construction of the atomic relativistic self-consistent field
equations and helped make Dirac-Hartree-Fock calculations feasible on the
computers of the 1960s. Chapter 10 also exploits these properties for molecu-
lar calculations in a manner that is even more striking.

3.2.5 Angular density distributions

The Dirac particle density (2.5.2) for a stationary central field state

ψEκm(x) = φEκm(x) e−iEt

is given by

ρEκm = ψ†
Eκm(x)ψEκm(x) = φ†

Eκm(x)φEκm(x). (3.2.18)

Substituting from (3.2.4) gives

ρEκm(x) =
{
|PEκ(r)|2Aκm(θ) + |QEκ(r)|2A−κm(θ)

}
/r2. (3.2.19)

where, making use of (3.2.13), we have

Aκm(θ) = χκ,m(θ, ϕ)†χκ,m(θ, ϕ) = A−κm(θ), (3.2.20)
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independently of ϕ. Thus (3.2.19) factorizes into the product,

ρEκm(x) =
DEκ(r)
r2

.A|κ|m(θ), (3.2.21)

of a radial density

DEκ(r) = |PEκ(r)|2 + |QEκ(r)|2 (3.2.22)

with the common angular distribution A|κ|m(θ). The result (3.2.20) was first
derived by Hartree [4] as an identity in terms of associated Legendre poly-
nomials. Explicit formulae for the angular densities A|κ|,m(θ) and for the

Table 3.1. Angular density functions

A. Relativistic B. Nonrelativistic

|κ| |m| 4π.A|κ|,m(θ) l |m| 4π.Al,m(θ)nr

1 1
2 1 0 0 1

2 3
2

3
2 sin2 θ 1 1 3

2 sin2 θ
1
2

1
2 (1 + 3 cos2 θ) 0 3 cos2 θ

3 5
2

15
8 sin4 θ 2 2 15

8 sin4 θ
3
2

3
8 sin2 θ(1 + 15 cos2 θ) 1 15

2 sin2 θ cos2 θ
1
2

3
4 (5 cos4 θ − 2 cos2 θ + 1) 0 5

4 (3 cos2 θ − 1)2

corresponding Schrödinger angular densities

Alm(θ)nr = |Y m
l (θ, ϕ)|2 =

2l + 1
4π

(l − |m|)!
(l + |m|)! |P

|m|
l (µ)|2

for a selection of values of |κ| and l are shown in Table 3.1. The relativistic
angular distribution A|κ|m(θ) is very similar to that of Alm(θ)nr for l = |κ| −
1. The main difference between the relativistic and nonrelativistic angular
densities, shown in Figures 3.1 and 3.2, is that the nonrelativistic densities for
|m| < l have “wasp waists”, whereas the corresponding relativistic densities
for |m| < j − 1/2 have “middle-aged spreads”. The zeros in the angular
functions are washed out by relativity. The sum of the angular densities over
the projection quantum numbers m is independent of the angles for both
relativistic and nonrelativistic distributions, because

j∑
m=−j

Aκm(θ) =
2j + 1

4π
,

l∑
m=−l

Alm(θ)nr =
2l + 1

4π
.
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These results can also be derived in an elementary fashion from the properties
of spherical harmonics [4]. For this reason, the set of functions {ψE,κ,m |m =
−j . . . j} for bound states is said to define a subshell just as in the Schrödinger
theory.

A1,1/2(θ, φ), A0,0(θ, φ)nr

A2,3/2(θ, φ), A1,1(θ, φ)nr

A2,1/2(θ, φ) A1,0(θ, φ)nr

Fig. 3.1. Angular densities, A|κ|,|m|(θ) and Al,|m|(θ)nr.
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A3,5/2(θ, φ), A2,2(θ, φ)nr

A3,3/2(θ, φ) A2,1(θ, φ)nr

A3,1/2(θ, φ) A2,0(θ, φ)nr

Fig. 3.2. Angular densities, A|κ|,|m|(θ) and Al,|m|(θ)nr.
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3.2.6 Radial solutions for the free particle

The radial Dirac equations (3.2.17) for a free particle, for which V (r) ≡ 0, are⎛⎜⎜⎝ mc2 − E c

(
− d

dr
+ κ

r

)
c

(
d

dr
+
κ

r

)
−mc2 − E

⎞⎟⎟⎠
⎛⎝PEκ(r)

QEκ(r)

⎞⎠ = 0.

By eliminating one or other of the components, we see that both PEκ(r) and
QEκ(r) satisfy the second order equations

d2PEκ

dr2
+
{
p2 − κ(κ+ 1)

r2

}
PEκ = 0.

(3.2.23)
d2QEκ

dr2
+
{
p2 − κ(κ+ 1)

r2

}
QEκ = 0.

where p2 is the square of the relativistic 3-momentum

c2p2 = E2 −m2c4

and
κ = −κ.

These equations are the defining equations for the Riccati-Bessel functions
(see, for example, [5, §10.3] and Appendix A.3). Because

κ(κ+ 1) = l(l + 1), κ(κ+ 1) = l(l + 1),

we can express the solutions of (3.2.23) in the form

PEκ(r) = Axfl(x), QEκ(r) = Bxfl(x), x = p r, (3.2.24)

where fl(x) is a spherical Bessel function of the first, second, or third kind
[5, §10.1.1], Appendix A.3. The ratio A/B in (3.2.24) can be determined by
using one of the two component equations of (3.2.17), say

(mc2 + E)QEκ(r) = c

(
d

dr
+
κ

r

)
PEκ(r), (3.2.25)

so that
B

A
= η

(
cp

E +mc2

)
= η

(
E −mc2
E +mc2

)1/2

where η = sgn (κ). The relation (3.2.25) is closely related to equation (A.4.12)
of the appendix. The solution of the radial reduced equations (3.2.17) is
therefore
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u(r) =

⎛⎝ PEκ(r)

QEκ(r)

⎞⎠ =

⎛⎜⎜⎜⎝
N
(
E +mc2

πE

)1/2

xfl(x)

Nη
(
E −mc2
πE

)1/2

xfl(x)

⎞⎟⎟⎟⎠ (3.2.26)

where N is an overall normalizing constant. Selected properties of the spheri-
cal Bessel functions will be found in Appendix A.3. The equations (3.2.23) are
of second order, so that linearly independent solutions come in pairs. These are
either of standing wave type, (jl, yl), or of progressive wave type (h(1)

l , h
(2)
l ).

The solutions of the first kind, jl, are bounded everywhere, including the
singular points x = 0,∞, whereas the solutions of the second kind, yl, are
bounded at infinity but have poles at x = 0. The spherical Hankel functions,
the solutions of the third kind, as linear combinations of the functions of the
first and second kinds,

h
(1)
l (x) = jl(x) + iyl(x), h

(2)
l (x) = jl(x)− iyl(x),

have poles at the origin but are bounded at infinity. The structure of (3.2.25)
implies that the two components of u(r) must contain Riccati-Bessel functions
of the same kind. For a free particle |E| ≥ mc2 and x = p r ≥ 0.

3.2.7 Partial wave normalization

The inner product of two free particle solutions is given by

〈ψE′κ′m′ |ψEκm〉 =
∫
ψ†

E′κ′m′(x, t).ψEκm(x, t)dx (3.2.27)

where the integral is over all space. The orthonormality condition (3.2.12)
ensures that this is diagonal in the angular quantum numbers κ,m and the
integral reduces to

〈ψE′κ′m′ |ψEκm〉 = δκ′,κ.δm′,m

∫ ∞

0

{
P †

E′κ(r).PEκ(r) +Q†
E′κ(r).QEκ(r)

}
dr.

For standing waves, the integral on the right-hand side can be evaluated in
terms of the well-known integral [6, pages 90-91]∫ ∞

0
jl(p r)jl(p ′r)r2dr =

π

2p2
δ(p− p ′)

so that ∫ ∞

0

{
P †

E′κ(r).PEκ(r) +Q†
E′κ(r).QEκ(r)

}
dr = N 2δ(p− p ′).

Thus N = 1 normalizes (3.2.26) with respect to momentum. Because
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δ(E − E′) =
∣∣∣∣ dpdE

∣∣∣∣ δ(p− p′) =
c2p

|E| δ(p− p
′),

normalization with respect to energy requires

N =
(
|E|/c2p

)1/2
.

The spherical Hankel functions h(1)
l (x) represent outgoing progressive

waves

ψ
(1)
E (r) = N

⎛⎜⎜⎜⎝
(
E +mc2

E −mc2

)1/4

h
(1)
l (p r)χκ,m(θ, φ)

iη

(
E −mc2
E +mc2

)1/4

h
(1)
l

(p r)χ−κ,m(θ, φ)

⎞⎟⎟⎟⎠ (3.2.28)

∼ N
p r

ei(p r−(l+1)π/2)

⎛⎜⎜⎜⎝
(
E +mc2

E −mc2

)1/4

χκ,m(θ, φ)

−
(
E −mc2
E +mc2

)1/4

χ−κ,m(θ, φ)

⎞⎟⎟⎟⎠
(see Appendix A.3). The relation (3.2.13) enables us to write the asymptotic
radial particle current density as

s(r) =
[
ψ† cαψ

]
· er = c

(
N
p r

)2 [
χ†

κ,m.χκ,m + χ†
−κ,m.χ−κ,m

]
, (3.2.29)

and integrating over the surface of a sphere of radius r = R using (3.2.12)
gives the outgoing particle flux

S(R) =
∫

r=R

s(r) r2 sin θ dθ dφ = 2c
(
N
p

)2

, (3.2.30)

so that
N/p = (2c)−1/2.

gies unit outgoing flux. Because h(2)
l (p r) =

[
h

(1)
l (p r)

]∗
, the ingoing partial

wave has the same normalization. Thus, in the formal nonrelativistic limit
c→∞,

ψ
(1)
E (r) ∼ p−1/2 ei(p r−(l+1)π/2)

r

(
χκ,m(θ, φ)

0

)
,

as expected.

3.3 Hydrogenic atoms

For hydrogenic atoms, the potential energy in atomic units is V (r) = −Z/r,
so that equations (3.2.17) take the form



144 3 The Dirac equation⎛⎜⎜⎝(mc2 − Z/r − E) c

(
− d

dr
+
κ

r

)
c

(
d

dr
+
κ

r

)
(−mc2 − Z/r − E)

⎞⎟⎟⎠
⎛⎝PEκ(r)

QEκ(r)

⎞⎠ = 0. (3.3.1)

We seek solutions of (3.3.1) on 0 ≤ r < ∞, whose end-points are singular
points of the matrix differential operator. These boundary values determine
the nature of the solutions.

We start with the limit r →∞; then (3.3.1) reduces asymptotically to⎛⎜⎝mc2 − E −c d
dr

c
d

dr
−mc2 − E

⎞⎟⎠
⎛⎝ PEκ(r)

QEκ(r)

⎞⎠→ 0,

so that

PEκ(r), QEκ(r) ∼ exp(±λr), λ2 = m2c2 − E2/c2. (3.3.2)

There are two situations:

−mc2 ≤ E ≤ mc2: λ is real.

Either both components increase exponentially like exp(|λ|r) or both ap-
proach zero like exp(−|λ|r) as r increases. Thus the integral of the radial
density (3.2.22) over the interval (R,∞),∫ ∞

R

DEκ(r)dr,

where DEκ(r) =
{
|PEκ(r)|2 + |QEκ(r)|2

}
, is only finite for the exponen-

tially decreasing solution, which therefore represents a bound state.

−∞ < E < −mc2, mc2 < E <∞ : λ is pure imaginary.

When E > 0 we set λ = −ip where

p2 = E2/c2 −m2c2

in which we take p = |p | to be the positive root. The radial amplitudes
PEκ(r) and QEκ(r) either represent progressive waves, outgoing if they
are proportional to exp(+ip r), incoming if proportional to exp(−ip r), or
standing waves if proportional to some linear combination of sin p r and
cos p r with real coefficients; in any case

∫∞
R
DEκ(r)dr diverges.

We can develop power series solutions near r = 0, with leading term

PEκ(r)
QEκ(r)

}
≈ r±γ{1 +O(r)}, γ2 = κ2 − α2Z2 (3.3.3)
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where the exponent γ depends only upon the angular parameter κ and the
atomic number Z is independent of the energy parameter E. We want the
probability density to be bounded near the origin:

0 <
∫ R′

0
DEκ(r)dr < M1 (3.3.4)

for some finite M1. Because DEκ(r) ∝ r±2γ near r = 0, (3.3.4) is satisfied if

±2γ > −1.

Thus we must discard the solution with γ < 0 if |γ| > 1
2 , corresponding to

αZ <
√
κ2 − 1/4. This condition is most restrictive for the case |κ| = 1 or

j = 1
2 , which requires Z < c

√
3/2 ≈ 118.6. Coddington and Levinson [7]

classify the situation in which only one of the two solutions satisfies (3.3.4)
as the limit point case (3.3.4); clearly this solution is unique. For Z > c

√
3/2

we have the limit circle case: both the solution proportional to r−γ and that
proportional to r+γ satisfy (3.3.4). Any linear combination of both solutions
is then admissible, and we need an additional constraint to make the solution
unique. The potential energy operator −Z/r must have a finite expectation
value,

0 <
∫ R′

0

1
r
DEκ(r)dr ≤M2 (3.3.5)

for some finite M2, so that we must discard the solution with γ < 0. The
solution with γ > 0 is therefore valid for all Z < c |κ|, extending the range
of acceptable solutions to Z = 137 for |κ| = 1. The integral (3.3.5) for the
γ > 0 solution is always finite for |κ| > 1, so that then (3.3.5) is redundant.
Most discussions of the Dirac hydrogenic equation ignore (3.3.5), and avoid
discussing the status of the analytic bound state solutions; however Greiner [8,
§9.12] goes so far as to suggest that bound solutions for Z > c

√
3/2 have no

physical significance! In fact, the same problem occurs for s states in the
Schrödinger theory of the hydrogen atom. The indicial equation has solutions
s = l,−l − 1; the negative power solution is always (rightly) discarded, even
for l = 0, where it is in fact square integrable. The fact that (3.3.5) is violated
for s = −1 seems usually to have gone unnoticed.

For Z > 137, γ becomes pure imaginary for |κ| = 1 and there are no
normalizable solutions near r = 0. Real nuclei have a finite size; this per-
mits solutions for much higher values of Z. Applications to the physics of
superheavy elements and to heavy ion collisions are treated in detail in [8, 9].

The discussion of charge conjugation in §3.1.6 and of negative energy states
in §2.5.6 relates solutions for negative energy to scattering solutions of posi-
tive energy. The formalism of this subsection therefore remains valid for the
negative energy continuum, E < −mc2, if we make the substitutions

E → −E, Z → −Z, κ→ −κ, PE,κ ↔ QE,−κ.
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We have therefore the machinery for treating positron processes as well as
electron processes.

3.3.1 Solution of the radial equations

There have been many studies of the radial equations for hydrogenic atoms,
for example, Darwin [10], Gordon [11], Mott [12], Hylleraas [13], and Johnson
and Cheng [14] as well as Dirac himself [15, Chapter XI]. The asymptotic
exponent, λ, (3.3.2), is real for bound states, and we can define an apparent
principal quantum number , N , by the equation

λ = Z/N = +mc
√

1− E2/m2c4. (3.3.6)

By rearranging, we obtain5

E = +c2
√

1− Z2/N2c2. (3.3.7)

We assume a solution incorporating (3.3.3) at the origin such that

PEκ(r) = NEκ (c+ E/c)1/2
ργe−ρ/2[X(ρ) + Y (ρ)]

QEκ(r) = NEκ (c− E/c)1/2
ργe−ρ/2[X(ρ)− Y (ρ)] (3.3.8)

where ρ = 2λr, NEκ is a normalization factor and X(ρ) and Y (ρ) are to be
determined. Substituting (3.3.8) into (3.3.1) we find, after some algebra, that
Y (ρ) satisfies

d2Y (ρ)
dρ2

+ (b− ρ)dY (ρ)
dρ

− aY (ρ) = 0 (3.3.9)

which is Kummer’s confluent hypergeometric equation [3, Chapter VI], [5,
§13.1.1], Appendix A.3, where

a = γ −NE/c2, b = 2γ + 1, (3.3.10)

whilst

X(ρ) = − 1
κ−N

(
aY (ρ) + ρ

dY (ρ)
dρ

)
. (3.3.11)

Equation (3.3.9) has pairs of linearly independent solutions satisfying dif-
ferent boundary conditions at the regular singular point ρ = 0 and the irreg-
ular singular point at ∞. A solution bounded as ρ→ 0 is

Y1(ρ) = M(a, b; ρ) = 1 +
(a)1
(b)1

ρ+
(a)2
(b)2

ρ2

2!
+ . . .+

(a)n

(b)n

ρn

n!
+ . . . (3.3.12)

where (a)0 = 1, (a)n = (a+n− 1)(a)n−1 = a(a+1) . . . (a+n− 1), n ≥ 1.
A solution which is singular at ρ = 0 and is linearly independent of Y1 is
5 The negative root would be inappropriate for a bound state.
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Y5(ρ) = U(a, b; ρ) (3.3.13)

=
π

sinπb

{
M(a, b; ρ)

Γ (1 + a− b)Γ (b)
− ρ1−bM(1 + a− b, 2− b; ρ)

Γ (a)Γ (2− b)

}
.

This is a multi-function, its principal branch being defined by −π < arg ρ ≤ π.
The general solution of (3.3.9) is a linear combination Y = AY1 + BY5 with
arbitrary complex coefficients, A,B. We shall also need another pair of linearly
independent solutions:

Y2(ρ) = ρ1−bM(1 + a− b, 2− b; ρ), Y7(ρ) = eρU(b− a, b;−ρ). (3.3.14)

The conventional labelling of solutions follows [5, §13.1.12 -§13.1.19]. Tbe
pairs Y1 and Y5 have a simple behaviour at the origin, whilst Y2 and Y7 have
simple exponential behaviour as ρ → ∞. The functions Xi can be obtained
from the Yi using [5, equations 13.4.10, 13.4.23]. We now define ui to be the
(unnormalized) two component vector with elements Pi, Qi as in (3.2.26), so
that the first pair of solutions can be written

u1 = ργe−ρ/2 (3.3.15)(
(c+ E/c)1/2 {aM(a+ 1, b; ρ) + (N − κ)M(a, b; ρ)}

(c− E/c)1/2 {aM(a+ 1, b; ρ)− (N − κ)M(a, b; ρ)}

)

and

u2 = ρ−γe−ρ/2 (3.3.16)⎛⎜⎜⎜⎝
(c+ E/c)1/2 {(1 + a− b)M(2 + a− b, 2− b; ρ)

+(N − κ)M(1 + a− b, 2− b; ρ)}

(c− E/c)1/2 {(1 + a− b)M(2 + a− b, 2− b; ρ)
−(N − κ)M(1 + a− b, 2− b; ρ)}

⎞⎟⎟⎟⎠ ,
whilst the other pair of solutions is

u5 = ργe−ρ/2(N − κ) (3.3.17)(
(c+ E/c)1/2 {(N + κ)U(a+ 1, b; ρ) + U(a, b; ρ)}

(c− E/c)1/2 {(N + κ)U(a+ 1, b; ρ)− U(a, b; ρ)}

)
,

and

u7 = ργe+ρ/2 (3.3.18)(
(c+ E/c)1/2 {−U(b− a− 1, b;−ρ) + (N − κ)U(b− a, b;−ρ)}

(c− E/c)1/2 {−U(b− a− 1, b;−ρ)− (N − κ)U(b− a, b;−ρ)}

)
.

There is at most one pair of linearly independent solutions, so that the two
sets of solutions are related by
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u1 = Au5 +Bu7, u2 = Cu5 +Du7, (3.3.19)

where

A = eiεπaΓ (b)/Γ (b− a), B = eiεπ(a−b)Γ (b)/Γ (a),

C = eiεπ(a−b)Γ (2− b)/Γ (1− a), D = eiεπ(a−b)Γ (2− b)/Γ (1 + a− b).

3.3.2 The bound state solutions

The probability integral ∫ ∞

0
DEκ(r)dr. (3.3.20)

must be finite forDEκ(r) to represent a bound state. The power series defining
the confluent hypergeometric functions appearing in u1 are finite at the origin
and converge uniformly to functions that increase asymptotically like exp(ρ)
as ρ→∞. Thus (3.3.20) will only be finite if the power series terminate, which
requires a to be a non-positive integer. The solution u2 has a non-normalizable
radial density at the origin, and can be discarded. We therefore set

a = −nr, nr = 0, 1, 2, . . . ;

nr is known as the inner quantum number. Inserting this into (3.3.10), we see
that

nr = −a = −γ +NE/c2.

Substituting for E from (3.3.7) and rearranging the result, gives the apparent
principal quantum number

N =
[
(nr + γ)2 + α2Z2]1/2

=
[
n2 − 2nr(|κ| − γ)

]1/2
(3.3.21)

where
n = nr + |κ|

is the principal quantum number. It follows that, for bound states, (nr +
γ)/N ≤ 1, so that 0 < E = c2(nr + γ)/N ≤ c2. In terms of n, nr and N ,
the normalized bound state solutions of the Dirac hydrogenic problem are
therefore

PEκ(r) = NEκ (c+ E/c)1/2
ργe−ρ/2 (3.3.22)

[−nrM(−nr + 1, 2γ + 1; ρ) + (N − κ)M((−nr, 2γ + 1; ρ)]

QEκ(r) = NEκ (c− E/c)1/2
ργe−ρ/2 (3.3.23)

[−nrM(−nr + 1, 2γ + 1; ρ)− (N − κ)M((−nr, 2γ + 1; ρ)]

where

NEκ =
{

αZ

2N2(N − κ) ·
Γ (2γ + nr + 1)
nr[Γ (2γ + 1)]2

}1/2

.
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3.3.3 Charge distributions and energy levels in hydrogenic atoms

The notion that qualitative differences between relativistic and nonrelativistic
energies and charge distributions are significant for understanding where to
expect physical differences in the predictions for atoms, molecules, and solids
was introduced in §1.2. These differences are entirely due to the dynamics of
the electron in hydrogenic atoms. The way in which electromagnetic inter-
actions between electrons modify the picture in many-electron systems was
reviewed in §1.3 and will be investigated more deeply later in the book.

Dirac and Schrödinger angular distributions, §3.2.5, are somewhat dif-
ferent. Most obviously, the zeros of the nonrelativistic angular density, which
occur at angles at which the associated Legendre polynomials P |m|

l (cos θ) van-
ish, become minima in the relativistic case. Relativity smears the sharp edges
of the distribution. Following [16], we look at relativistic effects on the radial
probability distribution and on the energy levels. The corresponding relativis-
tic charge densities are more compact and the relativistic bound energies are
more negative than their nonrelativistic counterparts. The Schrödinger eigen-
values in hydrogenlike atoms depend only on the principal quantum number
n; the Dirac eigenvalues depend on n and |κ| (or j) giving rise to fine structure.
When Z is sub-critical (that is, Z < c |κ|) and γ = +

√
κ2 − Z2/c2,

|κ| − γ =
Z2

2c2|κ| +O
(
Z4/c4

)
> 0. (3.3.24)

from which we see that

N =
[
n2 − 2nr(|κ| − γ)

]1/2 ≤ n.

Thus, relative to the usual nonrelativistic zero of energy, E = mc2,

εnκ = c2

{√
1− Z2

N2c2
− 1

}
< c2

{√
1− Z2

n2c2
− 1

}
< − Z

2

2n2 = εnl.

(3.3.25)
A similar argument using (3.3.24) shows that the eigenvalue εnκ increases
monotonically as |κ| increases. In nonrelativistic terms, the centrifugal barrier
increases with increasing angular momentum, reducing the probability for an
electron to penetrate the high potential region near the nucleus. Its maximum
orbital speed will therefore be less and its binding energy will be closer to the
nonrelativistic value.

The relativistic hydrogenic electron is always more tightly bound than its
nonrelativistic counterpart, depending on the size of the relativistic coupling
constant Z/c = αZ. Clearly the difference vanishes in the mathematical non-
relativistic limit c → ∞ in which light is effectively regarded as propagating
with infinite speed.

Similar inequalities can be constructed for the radial moments of the charge
distribution 〈(2Zr)s〉nκ. Table 3.2 displays the formulae derived by Garstang
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Table 3.2. Radial moments 〈(2Zr)s〉nκ of hydrogenic bound states

s Nonrelativistic Relativistic

2 2n2[5n2 + 1 − 3l(l + 1)] 2
{
N2(5N2 − 2κ2)

(
1 − Z2/N2c2

)
+N2(1 − γ2) − 3κN2

√
1 − Z2/N2c2

}
1 3n2 − l(l + 1) (3N2 − κ2)

√
1 − Z2/N2c2 − κ

0 1 1

-1 1/2n2 nγ + (|κ| − γ)|κ|/2γN3

-2
1

2n3(2l + 1)
κ2

√
1 − Z2/N2c2

2γ2N3(2γ − sgnκ)

-3
1

4n3l(l + 1)(2l + 1)
−3N2κ

√
1 − Z2/N2c2 +N2 + 2γ2κ2

4N5(γ − 1)γ(γ + 1)(2γ − 1)(2γ + 1)

and Mayers [17] for s = 1, 2, by Burke and Grant [16] for s = −3,−2,−1, 0
and, using a different approach, by Kobus et al. [18] for s = −2. A comparison
of relativistic and nonrelativistic density profiles for the hydrogenic mercury
ion (Z = 80) will be found in Figs. 1.1, 1.2, and 1.3.

3.3.4 ∗ The continuum solutions

The parametrization must be changed for continuum solutions. The conven-
tional choices for the positive energy continuum, E > c2 (in atomic units),
are

λ→ −ip where p = +

√
E2

c2
− c2 (3.3.26)

N → iν ′ where ν ′ =
Z

p
(3.3.27)

NE

c2
→ iν where ν =

ZE

c2p
(3.3.28)

where, as usual, p = |p | is the relativistic momentum, so that

a→ γ − iν, b = 2γ + 1 (3.3.29)

ρ→ −2ip r, (c2 − E)1/2 → −i(E − c2)1/2, (3.3.30)

With these substitutions, the solutions regular at the origin can be written

PEκ(r) = N
(
E + c2

E − c2

)1/4

(−2ip r)γ eip r (3.3.31)

×
{
− γ − iν
κ− iν′ M(γ + 1− iν, 2γ + 1,−2ip r) +M(γ − iν, 2γ + 1,−2ip r)

}
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QEκ(r) = −iN
(
E − c2
E + c2

)1/4

(−2ip r)γ eip r (3.3.32)

×
{
− γ − iν
κ− iν′ M(γ + 1− iν, 2γ + 1,−2ip r)−M(γ − iν, 2γ + 1,−2ip r)

}
The asymptotic behaviour when r →∞ can be found using [5, 13.5.1]:

(−2ip r)γ eip rM(γ + 1− iν, 2γ + 1,−2ip r)

∼ Γ (2γ + 1)e−νπ/2

Γ (γ + 1− iν) e−i(p r+ν ln 2p r),

(−2ip r)γ eip rM(γ − iν, 2γ + 1,−2ip r)

∼ Γ (2γ + 1)e−νπ/2

Γ (γ + 1 + iν)
ei(p r+ν ln 2p r−γπ).

Introducing

σκ = arg Γ (γ + iν)), e2iρκ =
−κ+ iν′

γ + iν
, (3.3.33)

where ρκ is real, gives

fEκ(r) ∼ N ′

⎛⎜⎜⎜⎝
(
E + c2

E − c2

)1/4

cosφ(r)

−
(
E − c2
E + c2

)1/4

sinφ(r)

⎞⎟⎟⎟⎠ (3.3.34)

where
φ(r) = p r + ν ln 2p r − (l + 1)π/2 + δκ. (3.3.35)

All factors independent of r have been absorbed into the normalizing constant
N ′

Eκ and the Coulomb phase shift is given by

δκ = ρκ − σκ − πγ/2 + (l + 1)π/2 (3.3.36)

in agreement with [19, page 79], where the definition (3.3.36) ensures δκ → 0
as Z → 0. A second standing wave solution, which will not be regular at the
origin, will be

gEκ(r) ∼ N ′

⎛⎜⎜⎜⎝
(
E + c2

E − c2

)1/4

sinφ(r)(
E − c2
E + c2

)1/4

cosφ(r)

⎞⎟⎟⎟⎠ . (3.3.37)

Progressive spherical partial wave solutions can be constructed as
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H±
Eκ(r) = fEκ(r)± igEκ(r) (3.3.38)

∼ N ′ exp(±iφ(r))
( (

E + c2/E − c2
)1/4

±i
(
E − c2/E + c2

)1/4

)
.

As in §3.2.7 the normalization

N ′ = (2c)−1/2 (3.3.39)

ensures that these solutions give unit outgoing/incoming particle flux consis-
tent with nonrelativistic conventions. For delta function normalization,∫ ∞

0
f†(r).f ′(r)dr =

∫ ∞

0
g†(r).g′(r)dr = δ(E − E′).

where f ′(r) and g′(r) denote functions with the parameters E, p replaced by
E′, p′, the appropriate choice is

N ′ = (πc)−1/2 (3.3.40)

3.4 Scattering by a centre of force

In this section, we discuss potential scattering of electrons from a fixed centre
of force. Quantum mechanics and classical mechanics give the same cross
section for Rutherford scattering [20], where the force field is coulombic. This
serves as a good introduction to Mott’s relativistic version [12].

3.4.1 Nonrelativistic potential scattering

We idealize the problem in terms of the motion of a particle in the field of
a potential V (r), where r is the distance of the particle from the origin. For
the present, we exclude the Coulomb case by assuming that rV (r) → 0 as
r → ∞. A particle with momentum p is incident along the z-axis in the
positive direction, and we require the probability of scattering through an
angle θ as it passes the centre of force. As shown in textbooks [19, Chapter
II], [21], the wave function far from the centre will have asymptotic form

ψ ∼ eipz + r−1eipr f(θ), (3.4.1)

in which the first term represents the incident beam and the second describes
the outgoing scattered particles. The number crossing an area element dS at
the point (r, θ, ϕ) when r is large is then v|f(θ)|2 dS/r2 where v = �p/m is
the particle speed. The incident wave, eipz, gives a density of one particle per
unit volume, and v electrons per unit area per unit time are therefore incident
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along the z-axis. Thus, if dΩ = dS/r2 is the element of solid angle, the number
of particles scattered into dΩ per unit time is I(θ) = |f(θ)|2, and the number
of particles scattered between θ and θ + dθ is

|f(θ)|2 2π sin θ dθ.

The incident plane wave is the solution of a free particle Schrödinger equation

(∇2 + p2)ψ = 0,

whilst the wave equation satisfied by the electron moving in the central force
field is (

∇2 + [p2 − U(r)]
)
ψ = 0 (3.4.2)

where U(r) = 2mV (r). This has axially symmetric solutions of the (unnor-
malized) form

ψl = r−1Fl(r)Pl(cos θ)

where Pl(cos θ) is a Legendre polynmial and Fl(r) satisfies

d
d2F

dr2
+
(
p2 − U(r)− l(l + 1)

r2

)
F = 0;

we require the solution which is well-behaved at the origin, and discard the
other solution.

Because (3.4.2) is a linear homogeneous equation, the most general ax-
isymmetrical solution is of the form

ψ =
∞∑

l=0

Al r
−1Fl(r)Pl(cos θ) (3.4.3)

with arbitrary coefficients Al. The incident plane wave can also be expanded
in a similar fashion [5, 10.1.47]

eipz =
∞∑

l=0

(2l + 1) il jl(p r)Pl(cos θ), (3.4.4)

where jl(pr) is a spherical Bessel function [5, §10.1], with asymptotic form

jl(p r) ∼ r−1 sin
(
p r − 1

2
lπ

)
, r →∞. (3.4.5)

It is not difficult to prove that the asymptotic form of Fl(r) is

Fl(r) ∼ sin
(
p r − 1

2
lπ + η l

)
, r →∞ (3.4.6)

so that η l vanishes in the absence of the potential U(r). If (3.4.3) is to have the
correct asymptotic form (3.4.1) then the difference ψ− exp(ipz) must contain
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only outgoing waves. Inserting (3.4.5) and (3.4.6), we find the converging
waves can be eliminated if

Al = (2l + 1) il eiη l ,

so that the required solution is

ψ =
∞∑

l=0

(2l + 1) il eiη l r−1Fl(r)Pl(cos θ), (3.4.7)

from which the scattering amplitude is

f(θ) =
1

2ip

∞∑
l=0

(2l + 1) (e2iηl − 1)Pl(cos θ). (3.4.8)

The total cross-section, Q, is obtained by integrating over the angles:

Q = 2π
∫ π

0
|f(θ)|2 sin θ dθ =

4π
p2

∞∑
l=0

(2l + 1) sin2 ηl.

Whilst there may be practical problems associated with generating and sum-
ming such infinite series, the phase shifts, ηl, completely determine the cross-
section.

The solutions for a Coulomb have a slightly more complex asymptotic form
than (3.4.6), but can be treated using the same methodology. The potential
energy of two charged particles Z1e, Z2e is V (r) = Z1Z2/r in Hartree atomic
units, so that the radial equation satisfied by Fl(r) now becomes{

d2

dr2
+ p2 − l(l + 1)

r2
− 2Z1Z2

r

}
Fl(r) = 0 (3.4.9)

The solution which is regular at the origin can be expressed in terms of con-
fluent hypergeometric functions [5, Chapter 13]

Fl(r) = const. eip r (p r)l+1M(l + 1− iν, 2l + 2;−2ip r), (3.4.10)

where ν = −Z1Z2/p, with the asymptotic form

Fl(r) ∼ const.
(2l + 1)! e− 1

2 πν+iσl

2l Γ (l + 1− iν) sin
(
p r − 1

2
lπ + ν ln 2p r + σl

)
where

σl = argΓ (l + 1− iν).

It follows that the Coulomb scattering amplitude can be written down using
the preceding work provided we normalize Fl(r) so that
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Fl(r) ∼ sin
(
p r + ν ln 2p r − 1

2
lπ + σl

)
, (3.4.11)

giving the normalized expression

Fl(r) =
2l e

1
2 πν |Γ (l + 1− iν)|

(2l + 1)!
eip r (p r)l+1M(l + 1− iν, 2l + 2;−2ip r).

(3.4.12)
The Schrödinger equation for this problem can also be solved in parabolic

coordinates (ξ, η, φ), where ξ = r−z, η = r+z, tanφ = y/x. Asymptotic anal-
ysis of the solution reveals that (3.4.1) is not quite right for Coulomb waves
as terms involving ln p r appear in the exponents. The equivalent Dirac equa-
tion does not appear to be separable in parabolic coordinates: the interested
reader should consult [19, 21] for further details.

3.4.2 ∗ Relativistic Coulomb scattering

The treatment of relativistic potential scattering due to Mott [19, Chapter IV]
follows the nonrelativistic scheme outlined above. The advantages of working
with 2-spinor or 4-spinor structures were not yet recognized in 1928, and
Mott’s equations treat each of the four components as an independent entity.
Here we use a more modern notation.

We choose the same coordinate frame as in the nonrelativistic calculation,
starting with the same unnormalized incident positive energy plane wave,
proportional to e−ipz, from (3.1.20) and (3.1.24):

Ψr(x) = e−ip·x

⎛⎝ φr

cσ · p
E + c2

φr

⎞⎠ , r = 1, 2 (3.4.13)

where

φ1 = α =
(

1
0

)
, φ2 = β =

(
0
1

)
, (3.4.14)

Because we are concerned with elastic scattering, we can drop the time de-
pendence and choose p = (0, 0, p) as in the nonrelativistic calculation; the
time-independent spinors are

ψ1(x) = eip z

(
α

C(p)α

)
, ψ2(x) = eip z

(
β

−C(p)β

)
(3.4.15)

for the two spin states, where C(p) = cp/(E+c2) =
√

(E − c2)/(E + c2). The
next step is to expand eipz as in (3.4.4), replacing the Legendre polynomials
Pl(cos θ) by the equivalent spherical harmonics

eip z =
∞∑

l=0

[4π(2l + 1)]1/2
il jl(p r)Yl,0(θ, ϕ)
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In order to make contact with our spherical wave conventions, we now need
to express the uncoupled states in terms of the χκm(θ, ϕ), which we do by
inverting (A.4.4), so that (omitting arguments θ, ϕ)

Yl,0 ⊗ α =
1√

2l + 1

(√
l χl,1/2 −

√
l + 1χ−l−1,1/2

)
and

Yl,0 ⊗ β =
1√

2l + 1

(√
l χl,−1/2 +

√
l + 1χ−l−1,−1/2

)
Thus

ψ1(x) =
√

4π
∞∑

l=0

il jl(p r) (3.4.16)

×
(√
l χl,1/2 −

√
l + 1χ−l−1,1/2

)
⊗
(

1
C(p)

)
,

when the helicity is along the direction of motion and

ψ2(x) =
√

4π
∞∑

l=0

il jl(p r) (3.4.17)

×
(√
l χl,−1/2 +

√
l + 1χ−l−1,−1/2

)
⊗
(

1
C(p)

)
,

when it is anti-parallel. In both cases, the lower pair of components are con-
stant multiples of the upper components. Equations (3.4.16) and (3.4.17) are
linear combinations of the (unnormalized) spherical wave solutions (3.2.26)

ψκm(x) =

(
jl(p r)χκm

iηC(p)j l(p r)χ−κm

)

where η = sgn κ, l = j + η/2, l = j − η/2 = l − η and m = ±1/2. With the
notation

χ̃0,m = 0, χ̃κ,m(θ, ϕ) =
√

4πkχκ,m(θ, ϕ), k = |κ| > 0, (3.4.18)

we can write

ψ̃+k,1/2 =
(

jk(p r)χ̃k,1/2
iC(p)jk−1(p r)χ̃−k,1/2

)
, (3.4.19)

ψ̃−k,1/2 =
(
jk−1(p r)χ̃−k,1/2

−iC(p)jk(p r)χ̃k,1/2

)
, (3.4.20)

so that

ψ1(x) =
∞∑

k=1

{
ikψ̃+k,1/2 − ik−1ψ̃−k,1/2

}
(3.4.21)
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and

ψ2(x) =
∞∑

k=1

{
ikψ̃+k,−1/2 + ik−1ψ̃−k,−1/2

}
. (3.4.22)

Similarly, the regular Coulomb solutions ψC
κm(x) have asymptotic amplitudes

(3.3.34) and (3.3.37)

ψ̃C
k,1/2(x) ∼ 1

p r

(
sin (p r + ν ln 2p r − 1

2kπ + δk) χ̃k,1/2

iC(p) cos (p r + ν ln 2p r − 1
2kπ + δk) χ̃−k,1/2

)
(3.4.23)

ψ̃C
−k,1/2(x) ∼ 1

p r

(
cos(p r + ν ln 2p r − 1

2kπ + δ−k) χ̃−k,1/2

−iC(p) sin(p r + ν ln 2p r − 1
2kπ + δ−k) χ̃k,1/2

)
.

so that the Coulomb scattering wavefunction is

Ψ ∼
∞∑

k=1

{
ikAk ψ̃

C
k,1/2 − ik−1A−kψ̃

C
−k,1/2

}
. (3.4.24)

The linear independence of the functions χκ,m, allows us to choose the co-
efficients A±k = eiδ±k so that Ψ has an asymptotic form that is the sum of
an incident plane wave propagating forward along Oz and outgoing spherical
waves as in the nonrelativistic case. The asymptotic scattered wave function
is

Ψscatt ∼
eipr

r

(
F (θ, ϕ)

C(p)F (θ, ϕ)

)
(3.4.25)

where

F (θ, ϕ) =
1

2ip

∞∑
k=1

{(
e2iδk − 1

)
χ̃k,1/2(θ, ϕ)−

(
e2iδ−k − 1

)
χ̃−k,1/2(θ, ϕ)

}
substituting

χ̃k,1/2(θ, ϕ) =

(
−kPk(cos θ)

−P 1
k (cos θ)eiϕ

)
, χ̃−k,1/2(θ, ϕ) =

(
kPk−1(cos θ)

−P 1
k−1(cos θ)eiϕ,

)
,

and rearranging gives the well-known result

F (θ, ϕ) =

(
f(θ)

g(θ)eiϕ

)
(3.4.26)

where

f(θ) =
1

2ip

∞∑
k=0

{
(k + 1)

(
e2iδ−k − 1

)
+ k
(
e2iδk − 1

)}
Pk(cos θ),
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g(θ) =
1

2ip

∞∑
k=1

(
e2iδk − e2iδ−k−1

)
P 1

k (cos θ)

The differential cross-section is the ratio of the number of particles scat-
tered into a solid angle element dω in unit time to the number of particles
in the incident beam crossing unit area in unit time. Because the (particle)
current density vector is defined by j = ψ†cαψ, the contribution dN to the
particle flux crossing an area element ndS, where |n| = 1, at the point r is

dN = j · n dS = ψ†(cα · n)ψ dS (3.4.27)

For the incident plane wave ψ1(x) this gives the flux crossing unit area normal
to the beam, n = e3, is

Ninc = ψ1(x)†(cα · e3)ψ1(x) = 2cC(p) =
2c2p
E + c2

(3.4.28)

Ninc → p in the limit E → c2 in agreement with the nonrelativistic result
Nnr

inc = v = p/m because m = 1 for electrons The number of scattered
particles crossing an area element dS = r2 dω, with normal er at r in unit
time is

dNscatt = Ψ †
scatt (cα · er)Ψscattr

2 dω. (3.4.29)

To evaluate this we use (A.4.10), giving

α · erΨscatt ∼
eipr

r

(
C(p)F (θ, ϕ)

F (θ, ϕ)

)
, (3.4.30)

from which
dNscatt = 2cC(p)F (θ, ϕ)†F (θ, ϕ)dω

so that the differential cross-section for relativistic Coulomb scattering with
incident spin parallel to the motion is

dσ

dω
= F (θ, ϕ)†F (θ, ϕ) = |f(θ)|2 + |g(θ)|2; (3.4.31)

clearly this is independent of the helicity of the incident beam.

3.4.3 ∗ Polarization effects in Coulomb scattering

By definition, the spin of the particle is defined as the total angular momentum
in the particle’s rest frame. The free particle spin projector P (n), (3.1.32), for
the direction n = (0,n), |n| = 1, becomes

P (n) =
1
2

(
I + σ · n 0

0 I − σ · n

)
(3.4.32)
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For spin oriented along n = (sinα cosβ, sinα sinβ, cosα),

σ · n =

(
(1 + cosα)/2 sinα e−iβ/2

sinα eiβ/2 (1− cosα)/2

)

This has the real eigenvalues λ = ±1 with eigenvectors sλ given by

s1 =

⎛⎜⎝ cos
α

2

sin
α

2
eiβ

⎞⎟⎠ , s−1 =

⎛⎜⎝ sin
α

2

− cos
α

2
eiβ

⎞⎟⎠
each of which can be regarded as a coherent linear superposition

sλ = A

(
1
0

)
+B

(
0
1

)
of the spin states parallel and antiparallel to the original direction of quanti-
zation, Oz. The generalization of (3.4.25) for general spin orientation (α, β)
becomes

Ψscatt ∼
eip r

2ip r

(
F ′(θ, ϕ)

iC(p)F ′(θ, ϕ)

)
, F ′(θ, ϕ) =

(
Af(θ)−Bg(θ)e−iϕ

Bf(θ) +Ag(θ)eiϕ

)
,

with differential cross-section

dσ

dω
= F ′(θ, ϕ)†F ′(θ, ϕ) =

(
|f(θ)|2 + |g(θ)|2

)
{1 + S(θ)h(ϕ)}. (3.4.33)

The real function

S(θ) = i
f(θ) g∗(θ)− f∗(θ) g(θ)

|f(θ)|2 + |g(θ)|2 (3.4.34)

is known as the Sherman function [22], and

h(ϕ) = i
AB∗eiϕ −A∗Be−iϕ

|A|2 + |B|2

describes the departure from axial symmetry. When the incident spin is in
a pure state with direction given by polar angles (α, β), we find a two-lobed
angular dependence,

h(ϕ) = ±1
2

sinα sin(ϕ− β),

with + sign for the parallel and − sign for the antiparallel case.
Further study of electron polarization processes would take us too far

afield. The monograph [23] provides an introduction to the physics of polarized
electrons and to relevant experimental techniques of this still developing field.
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3.4.4 Historical note

The derivation by Mott [12] of the differential cross-section for Coulomb scattering
was one of the early applications of Darwin’s calculation of Coulomb wavefunctions
in 1928 [10, 19]. This work has been summarized in books such as [24, §15] and
has been a key feature of the interpretation of many experiments. However, it was
written at an early stage before the development of the machinery for spherical Dirac
spinors, and the notation used by different authors is confusing. This is particularly
the case with Coulomb phase shifts, which, in this book, we label with the quantum
number κ. Thus where we write δk and δ−k−1, Mott writes respectively η−k−1 and
ηk. Walker [25], who was one of the first to publish on relativistic effects on low-
energy scattering from non-hydrogenic atoms, quotes Mott’s formula using δ−

k and
δ+k .

Here we have used the interpretation of cα as the Dirac current operator to re-
derive Mott’s formula. Mott argued that “asymptotically the scattered wave may be
regarded as made up of a number of plane waves proceeding outwards from the centre
in different directions”. This argument allowed him to adopt the nonrelativistic
definition for both the incident and the scattered particle current as the product
of the particle density, ‖ψ‖2, and the speed v.. As (3.4.28) shows, this is only an
approximation in Dirac theory. It gives the correct cross-section because the upper
and lower 2-spinors making up the Dirac incident plane wave (3.4.13) differ only
by a real multiplicative factor C(p), as does Ψscatt in the asymptotic region, and
because the leading terms in the asymptotic expansions of Ψscatt and αrΨscatt are
the same.

Some light can be shed on this fortuitous agreement by Gordon’s decomposition
of the Dirac current [26], which divides the total current density into two parts

jµ = jµ
1 + jµ

2 ,

a convection current

jµ
1 = − i�

2m

(
ψ̃.∂µψ − ∂µψ̃.ψ

)
− q

m
Aµψ̃.ψ

similar to the nonrelativistic expression invoked by Mott and others in their treat-
ment of Coulomb scattering, and a spin current

jµ
2 =

q

2m
∂ν ψ̃σ

µνψ.

This can be proved by writing

jµ =
1
2
c

(
ψ̃γµψ + ψ̃γµψ

)
and using Dirac’s equation to substitute ψ = γν(i∂ν − qAν)ψ for ψ in the first
term and ψ̃ by its adjoint in the second, together with the formula γµγν = gµν −
iσµν from Appendix A.2. In the absence of magnetic fields, the radial convection
current reduces to pr/m.ψ̃ψ, which reproduces the nonrelativistic value for positive
energy states. Also the particle density for a positive energy particle is [E/mc2 −
(q/2mc).φ]ψ̃ψ, which only reduces to the density ψ̃ψ in the weak field limit with
E/mc2 → 1. There is no nonrelativistic counterpart of the spin current in this
picture.
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3.5 ∗ Relativistic quantum defect theory

The concept of a quantum defect seems to have appeared early in the history
of atomic spectroscopy when Rydberg found in 1889 that the term values of
series of lines in the spectrum of alkali atoms could be fitted to a formula

Tn = T∞ − RZ2

(n− µ)2 , (3.5.1)

where R is Rydberg’s constant, Z is atomic number, and µ, which is nearly
independent of the integer n, is called the quantum defect. Modern quan-
tum defect theory (QDT) provides a framework for exploiting this notion in
a variety of applications capable, for example, of extracting values of T∞ to
spectroscopic accuracy, and hence determining accurate ionization potentials.
Quantum defects can be used to aid spectral line identifications and to locate
unobserved members of a spectral series. But most importantly, a knowledge
of quantum defects summarizes a great deal of information on a Rydberg se-
ries concisely and can be used to study series perturbations, autoionisation,
photoionisation, and resonance structures in electron-atom collisions. A com-
prehensive review by Seaton [27] deals with the foundations of QDT, mainly
from a nonrelativistic viewpoint, and sets out the formulae needed for most of
these applications. Connerade [28] makes extensive use of QDT in his survey of
the physics of highly excited atoms. Single channel QDT, focusing on one Ry-
dberg series, must be supplemented by multi-channel QDT to deal with more
complicated situations in many-electron systems where there is coupling be-
tween one or more spectral series of bound states as well as continuum states.

A relativistic version of QDT developed by Johnson and Cheng [14, 29],
is needed for the study of spectra of highly stripped atomic ions with pro-
nounced relativistic fine structure occurring in laboratory and astrophysical
plasmas. It is appropriate to study the single channel RQDT at this point as
a natural extension of the theory of Coulomb wavefunctions presented in pre-
vious sections. We begin by replacing the effective principal quantum number
N of the hydrogenic atom by an effective principal quantum number

N∗ =
√

(n∗
r + γ)2 + α2Z2, n∗

r = nr − µnκ (3.5.2)

so that the relativistic term values are given by

Tnκ = T∞κ −Rc2
[(

1− Z2

N∗2c2

)1/2

− 1

]
. (3.5.3)

As usual, n = nr + |κ|. Table 3.3 lists typical results from fitting (3.5.1) to the
observed term values from [14] to give nonrelativistic quantum defects µNR

and from fitting (3.5.3) to give the equivalent relativistic quantum defects
µR. The two columns of nonrelativistic defects µNR are somewhat different,
because they must account for the difference in relativistic dynamics as well
as the non-Coulomb part of the atomic potential. µR has to account only for
the latter so that the last two columns are essentially identical.



162 3 The Dirac equation

Table 3.3. Relativistic (µR) and nonrelativistic (µNR) quantum defects for nd3/2,
nd5/2 series in the observed spectra of C IV and N V. Reprinted , with permission,
from [30]

µNR µR

Ion n nd3/2 nd5/2 nd3/2 nd5/2

C IV 3 0.001614 0.001533 0.001507 0.001498
4 0.001912 0.001839 0.001779 0.001777
5 0.002075 0.002015 0.001926 0.001936
6 0.002211 0.002137 0.002051 0.002049
7 0.002520 0.002461 0.002353 0.002365

N V 3 0.001490 0.001380 0.001324 0.001324
4 0.001778 0.001668 0.001570 0.001571
5 0.001876 0.001765 0.001643 0.001643
6 0.001879 0.001768 0.001629 0.001630
7 0.001817 0.001705 0.001556 0.001554
8 0.001704 0.001592 0.001434 0.001433

RQDT aims to express the quantum defect below threshold, E < mc2, as a
holomorphic function of energy, µκ(E), in the complex E-plane, and to relate
this to the short range non-Coulomb scattering phaseshift δ(E) for E > mc2.
Below threshold, µκ(E) takes the value µnκ when E = Enκ. We shall only be
concerned with one symmetry, κ, in this section, so we can omit the κ label
for brevity from now on. As in §3.3.1 we use the notation u(r) : R+ → C×C

to denote the two-component radial function

u(r) =
(
P (r)
Q(r)

)
.

We select two such linearly independent solutions of the Dirac Coulomb equa-
tion, uR and uI , which are entire functions6 of the energy parameter E such
that

u1 = c1 uR, u2 = c2 uI

where

6 A function F (E, z) is said to be an entire function of E if, for all finite values of
E, the power series

∑∞
n=0 E

nfn(z) converges uniformly and absolutely to F (E, z)
for all values of z.



3.5 Relativistic QDT 163

−2 −1 0 1 2

ε (a.u.)

0.001

0.002

0.003

n∗
r = 2 3 4 567. . .

C IV nd-series
�

�

�
�
�
�

x x x xxx

�

�

�

�

��
�

����� ��
��
��
��

πη
���

πµ
���

δ
���

Fig. 3.3. Model potential calculations of quantum defects as a function of the term
energy. The quantum defect functions δ(E), µ(E), and η(E) are defined in the text.
Reproduced, with permission, from [14].

c1 =
(
E

c
+ c
)1/2

(2λ)γ(−κ+ γ +N −NE/c2),

c2 =
(
E

c
+ c
)1/2

(2λ)γ(−κ− γ +N −NE/c2).

These functions enable us to relate the solutions at threshold, E = c2. John-
son and Cheng show that there are coefficients d1, e1, e2 such that the two
independent solutions f(r), (3.3.34), and g(r), (3.3.37), above threshold with
delta function normalization can be written

f(r) = d1 uR, g(r) = e1 uR + e2 uI

where

d1 = c1/N1, N1 =
2p1/2Γ (b)
|Γ (γ + iν)| exp(−πν/2− iπγ/2 + iσκ)

e1 = −(cscπb e−2πν + cotπb) d1, e2 =
i e−iπa Γ 2(b)

γ(γ + iν)|Γ (γ + iν)|2
c2
N1
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The coefficients d1, e1, e2 are real and continuous at threshold.
The motion of a Rydberg electron in an atomic ion will asymptotically

approach that of an electron in a Coulomb field due to the residual charge Z
on the ion, perturbed by potentials which decay faster at infinity than 1/r.
The asymptotic wavefunction will therefore have the form

u(r) ∼ a(E)uR(r) + b(E)uI(r)

in which the function
β(E) = −b(E)/a(E)

is a holomorphic function of E [14, §2.2]. Below threshold, we can express u(r)
as a linear combination of u1(r) (3.3.15) and u5(r) (3.3.17), where u1 ∼ eλr

and u5 ∼ e−λr as r →∞,

u ∼
(

1− c1
c2

Γ (a)Γ (2− b)
Γ (b)Γ (1 + a− b)β(E)

)
u1 −

c1
c2

Γ (a)
Γ (b− 1)

u5,

so that the coefficient of u1 must vanish when E → En, a bound state eigen-
value, enabling us to identify

β(En) =
c2
c1

Γ (b)Γ (1 + an − b)
Γ (an)Γ (2− b)

where an = −n∗
r = −(nr−µn), where µn is the quantum defect, and b = 2γ+1.

By using the relation
Γ (z)Γ (1− z) = π cscπz

we can rewrite this as

β(En) = −c2
c1

Γ 2(b)Γ (1 + zn − γ)
2πγ Γ (1 + zn + γ)

(cotπµn − cotπb)−1

where zn = ZEn/c
2λn, λn =

√
c2 − E2

n/c
2. The Rydberg eigenvalues En

form an increasing countable set converging to En = mc2. We can therefore
construct β(E), E ∈ C, as a unique holomorphic function from its values,
β(En), on this set. We can similarly define a quantum defect function µ(E)
from its values µ(En) which is properly defined at energies above threshold.
Set z = ZE/c2λ, z′ = Z/λ below threshold, so that z, z′ are both infinite at
threshold. Because Γ (z + α)/Γ (z + β) ∼ zα−β(1 + O(z−1)) as |z| → ∞, we
can define a new function

B(z, γ) =
Γ (z + γ)

z2γ−1Γ (1 + z − γ)

which, along with

R(z, z′) =
(
γ + z
z

)(
−κ+ γ + z′ − z
−κ− γ + z′ − z

)
,
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is finite and continuous at threshold. This means that we can take

β(E) = − Γ 2(b) (cotπµ(E)− cotπb)−1

2πγ (2ZE/c2)2γR(z, z′)B(z, γ)
(3.5.4)

Note that B(z, γ) is real below threshold. Above threshold, we have to make
the replacements z → iν, z′ → iν′, where ν = ZE/c2p, ν′ = Z/p, so that its
real and imaginary parts are

B(iν, γ) := �B(iν, γ) = (1 + cosπb e−2πν)A(ν, γ)

and
C(iν, γ) := �B(iν, γ) = − sinπb e−2πνA(ν, γ),

with
A(ν, γ) = |Γ (γ + iν)|2eπν/2πν2γ−1.

Above threshold, the asymptotic form is a linear combination of (3.3.34) and
(3.3.37)

u(r) ∼ cos δ(E) f(r) + sin δ(E) g(r)

where δ(E) is the phase shift due to short range non-Coulomb forces. Then
above threshold,

β(E) = −
Γ 2(b)

(
cot δ(E)− cscπb e−2πν − cotπb

)−1

2πγ (2ZE/c2)2γR(iν, iν′)B(iν, γ)

from which the relation between the quantum defect and the phase shift is
given by

cot δ(E) = (1 + cosπb e−2πν) cotπµ(E) + sinπb e−2πν . (3.5.5)

In the nonrelativistic limit, b → 2|κ| + 1 becomes an odd integer, so that
(3.5.5) reduces to the formula

cot δnr(E) = (1− e−2πν) cotπµnr(E) (3.5.6)

given by Seaton [31]. At threshold, ν →∞ and cot δ(E) = cotπµ(E), E → c2,
and it is customary to choose the solution for which δ = πµ at threshold in
both relativistic and nonrelativistic versions of the theory.

There is an alternative form of quantum defect which is usually more slowly
varying than µ(E), and hence is better suited for numerical interpolation and
extrapolation in applications. This can be obtained by rewriting (3.5.4) in the
form

β(E) = − Γ 2(b)
2πγ (2Z)2γ

(
κ− γ
κ+ γ

)
1

A(z, κ) (cotπµ(E)− cotπb)

where
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A(z, κ) =
(z + z′ + κ+ γ)(z + z′ − κ− γ)

2z(z + z′)

( z
z′

)2γ

B(z, γ).

isolates the energy dependent terms. A(z, κ) vanishes when z takes any non-
negative values γ − 1, γ − 2, . . . for κ = −l − 1, or γ, γ − 1, . . . when κ = l.
The only way for β(E) to remain holomorphic is if µ(E) tends to an integer
at these energies. This constraint also appears in the nonrelativistic theory.
By defining a new quantum defect variable η(E) such that

cotπη = A(z, κ) cotπµ,

remains finite at the critical energies, we see that η(E) has no integer values
and is therefore likely to vary more slowly as a function of E as claimed.
Moreover, A(z, κ) → 1 at threshold where η and µ agree. A typical model
calculation for the relativistic nd3/2,5/2 series in the C IV ion is shown in
Figure 3.3.

3.6 Green’s functions

In this section, we extend the construction of the Green’s function for the free
Dirac electron, §2.9.4, to the case of an electron in a spherically symmetric
potential such as the electron-nucleus Coulomb interaction. The equations are
no longer translationally invariant, so that the Green’s function is a function
of both x and x′ separately rather than of x − x′. Thus (2.9.44) must be
replaced by

SF (x, x′) =
i

π

∫
CF

dz G(x,x′; z)γ0 exp(−iz(x− x′)0/c). (3.6.1)

where the resolvent kernel G(x,x′; z) satisfies

(H − z)G(x,x′; z) = cδ(3)(x− x′) (3.6.2)

and, (3.2.15),
H := cα · p + βmc2 + V (r) (3.6.3)

with V (r) = −Ze2/4πε0r in the case of a hydrogenic ion with a point nuclear
charge Ze; we shall normally use atomic (Hartree units) in which e2/4πε0 =
1.0. As H and the angular operator K commute, the Green’s function can be
written as a sum of independent radial reduced Green’s functions

G(x,x′; z) =
∑

κ

Gκ(x,x′; z). (3.6.4)
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3.6.1 ∗ Partial wave Green’s functions

We first construct the kernel for the inhomogeneous radial equation

(Hκ − z) u(r; z) = v(r) (3.6.5)

where, from (3.2.15),

Hκ =

⎛⎜⎜⎝V (r) + c2 c

(
− d

dr
+
κ

r

)
c

(
d

dr
+
κ

r

)
V (r)− c2

⎞⎟⎟⎠ . (3.6.6)

We wish to determine

u(r; z) =
(
P (r; z)
Q(r; z)

)
(3.6.7)

on 0 < r <∞ subject to suitable boundary conditions. In terms of the reduced
Green’s function we write the solution as

u(r; z) = w(r; z) +
∫ ∞

0
Gκ(r, s; z) v(s)ds (3.6.8)

where w(r; z) is a solution of the homogeneous equation

(Hκ − z)w(r; z) = 0.

When V (r) = −Z/r, the spectrum of Hκ consists of an infinite point set of
bound eigenvalues in (0, c2) with an accumulation point at c2, and continuous
eigenvalues on the line segments (−∞,−c2) and (c2,∞). Most of the potentials
we shall encounter in atomic and molecular calculations have this kind of
spectrum. We assume that z belongs to the resolvent set, consisting of the
whole of the complex plane cut from −∞ to −mc2 and from mc2 to ∞ with
the point eigenvalues removed. We seek a solution that satisfies

1. u(r; z) is bounded as r → 0;
2. u(r; z) ∼ exp(ip r) as r →∞.

Because p := p (z) is a multi-function of z, we need to define which branch is
to be used. It is convenient to take

p (z) = q1(z) q2(z)

q1(z) = (z + c2)1/2, arg q1(0) = 0 (3.6.9)

q2(z) = (z − c2)1/2, arg q2(0) = π/2.

This is equivalent to the use of the Feynman path CF , Fig. 2.3, in the contour
integral representation (3.6.1).
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The Green’s function Gκ(r, s; z) for this problem is matrix-valued on the
quarter-plane R+ × R+ at each z ∈ C, and has a jump discontinuity on the
line r = s. Thus

Gκ(r, s; z) =

{
G

(0)
κ (r, s; z), for 0 ≤ r < s <∞

G
(∞)
κ (r, s; z), for 0 ≤ s < r <∞

(3.6.10)

so that (3.6.8) is equivalent to

u(r; z) = w(r; z)+
∫ ∞

r

G(0)
κ (r, s; z) v(s)ds+

∫ r

0
G(∞)

κ (r, s; z) v(s)ds. (3.6.11)

Substituting (3.6.11) into (3.6.5) gives∫ ∞

0
(Hκ − z)Gκ(r, s; z)v(s)ds (3.6.12)

+cJ {G(∞)
κ (r, r; z)−G(0)

κ (r, r; z)} v(r) = v(r),

where the second term on the left comes from differentiation with respect to

the limits of integration and J = −iσ2 =
(

0 −1
1 0

)
. For this equation to be

satisfied for all values of r,

(Hκ − z)G(0)
κ (r, s; z) = 0, 0 ≤ r < s,

(3.6.13)
(Hκ − z)G(∞)

κ (r, s; z) = 0, 0 ≤ s < r,

for all values of s, whilst

[G(∞)
κ (r, r; z)−G(0)

κ (r, r; z)] = (cJ)−1 = −J/c (3.6.14)

for all values of r. If u(r; z) is to satisfy the required boundary conditions,
then

limr→0G
(0)
κ (r, s; z) is bounded

limr→∞G
(∞)
κ (r, s; z) ∼ eipr, z > c2, p > 0,

(3.6.15)

so that we can take solutions of equations (3.6.13) and (3.6.14) having the
form

G(0)
κ (r, s; z) = u(0)(r; z)⊗At(s), r < s

G(∞)
κ (r, s; z) = u(∞)(r; z)⊗Bt(s), s < r

where u(0)(r; z) and u(∞)(r; z) are linearly independent (unnormalized) solu-
tions satisfying the boundary conditions respectively at 0 and ∞. The condi-
tion (3.6.14) can now be satisfied on the line r = s if we choose

A(s) =
(
P (∞)(s; z)
Q(∞)(s; z)

)
, B(s) =

(
P (0)(s; z)
Q(0)(s; z)

)
,
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making

G(0)
κ (r, s; z) =

(
P (0)(r; z)P (∞)(s; z) P (0)(r; z)Q(∞)(s; z)
Q(0)(r; z)P (∞)(s; z) Q(0)(r; z)Q(∞)(s; z)

)
, r < s,

and

G(∞)
κ (r, s; z) =

(
P (∞)(r; z)P (0)(s; z) P (∞)(r; z)Q(0)(s; z)
Q(∞)(r; z)P (0)(s; z) Q(∞)(r; z)Q(0)(s; z),

)
, s < r,

together with the Wronskian normalization

∆{u(0)(r; z), u(∞)(r; z)}
= P (∞)(r; z)Q(0)(r; z)− P (0)(r; z)Q(∞)(r; z) = 1/c (3.6.16)

for all values of r. The outcome is that

Gκ(r, s; z) =

(
g11κ (r, s; z) g12κ (r, s; z)

g21κ (r, s; z) g22κ (r, s; z)

)
(3.6.17)

where, if r< = min(r, s), r> = max(r, s),

g11κ (r, s; z) = P (0)(r<; z)P (∞)(r>; z),
g12κ (r, s; z) = P (0)(r<; z)Q(∞)(r>; z),
g21κ (r, s; z) = Q(0)(r<; z)P (∞)(r>; z),
g22κ (r, s; z) = Q(0)(r<; z)Q(∞)(r>; z).

To complete the construction we include the angular parts. Define

Πκ,κ′(r̂, ŝ) =
∑
m

χκm(r̂).χ†
κ′m(ŝ).

where r̂ denotes a unit vector corresponding to the polar angles θ, ϕ. Then

Gκ(r, s; z) (3.6.18)

= A

(
g11κ (r, s; z)Πκ,κ(r̂, ŝ) −ig12κ (r, s; z)Πκ,κ̄(r̂, ŝ)

+ig21κ (r, s; z)Πκ̄,κ(r̂, ŝ) g
22(r,s;z)
κ Πκ̄,κ̄(r̂, ŝ)

)

where A = 1/w{u(0)(r; z), u(∞)(r; z)} if the normalization does not satisfy
(3.6.16). The structure of (3.6.18) is similar to that of ψ(0)

zκ (r<)⊗ ψ
(∞)†
zκ (r>),

although the radial parts are not conjugated in the second factor.

3.6.2 The partial wave Green’s function for the free Dirac particle

In the free particle case, (3.2.26) gives
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u(.)(x) = x

⎛⎝ (
z + c2/cp

)1/2
f

(.)
l (x)

η
(
z − c2/cp

)1/2
f

(.)
l

(x)

⎞⎠ (3.6.19)

after dropping unwanted normalization factors. Here η = sgn (κ) and

f
(0)
l (x) := jl(x), f

(∞)
l (x) := h

(1)
l (x), x = p r

are spherical Bessel functions. Substituting from (3.6.19) into (3.6.16) and
noting that (Appendix A.3)

fl̄(x) = η

(
d

dx
+
κ

x

)
fl(x), l̄ = l − η (3.6.20)

we find that (A.3.7)

∆{u(0)(r; z), u(∞)(r; z)} = (p r)2η {h(1)
l (p r) jl̄(p r)− h

(1)
l̄

(p r) jl(p r)}

= (p r)2W (h(1)
l (p r), jl(p r)) = −i

so that
A = 1/c∆ = i/c.

The fact that the Wronskian is not only independent of r but also of the
parameter z means that there are no values of the energy at which it van-
ishes. Were this the case, we could infer that the two solutions u(0)(r; z) and
u(∞)(r; z) are linearly dependent, which is the condition that z is an eigen-
value. We deduce that the free Dirac particle has no point spectrum. Thus

g11κ =
(
z + c2

cp

)
jl(x<). h(1)

l (x>),

g12κ = η jl(x<). h(1)
l̄

(x>),

g21κ = η jl̄(x<). h(1)
l (x>),

g22κ =
(
z − c2
cp

)
jl̄(x<). h(1)

l̄
(x>),

where x< = p r<, x> = p r>. Regarded as a function of the complex variable
z, we see that this is holomorphic on the complex z-plane cut along the real
axis from −∞ < z < c2 and c2 < z < ∞ when p = p(z) is defined as in
(3.6.9).

3.6.3 Summation over partial waves in the free electron case

A demonstration that for the free electron

G(R, z) =
∑

κ

Gκ(r, s; z),
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where R = r−s, verifies that we have indeed constructed the Green’s function
correctly. To see this, it is convenient to combine the angular parts Πκ,κ(r̂, ŝ)
that have a common l value:

Πl, l(r̂, ŝ) +Π−l−1,−l−1(r̂, ŝ) =
2l + 1

4π

(
Pl(r̂ · ŝ) 0

0 Pl(r̂ · ŝ)

)
after using the addition theorem for spherical harmonics

2l + 1
4π

Pl(r̂ · ŝ) =
∑
m

Y m
l (r̂)Y m∗

l (ŝ).

It is therefore straightforward to see that

∑
κ

G11
κ (r, s; z) = i

(
z + c2

c

) ∞∑
l=0

2l + 1
4π

jl(p r<). h(1)
l (p r>)Pl(r̂ · ŝ)

=
(
z + c2

c

)
eip R

4πR
, R = |r − s|, (3.6.21)

Similarly, ∑
κ

G22
κ (r, s; z) =

(
z − c2
c

)
eipR

4πR
,

The off-diagonal blocks can be summed by noting first that

σ · p [fl(p r)χκm(r̂)] = iηp fl̄(p r)χκ̄m(r̂)

from which ∑
κ

G12
κ (r, s; z) =

∑
κ

G21
κ (r, s; z) = σ · p eipR

4πR
,

and the final result is

∑
κ

Gκ(r, s; z) =
1
c

(
z + c2 cσ · p
cσ · p z − c2

)
eipR

4πR

=
z +H
c

eipR

4πR
(3.6.22)

as in (2.9.45).

3.6.4 ∗ Green’s function for hydrogenic ions

The Green’s function for the relativistic hydrogen ions was constructed along
similar lines by Brown and Schaefer [32] and by Wichmann and Kroll [33]
independently. The solution regular at the origin is (3.3.15)
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P (0)(r; z)
Q(0)(r; z)

)
= ργe−ρ/2

×
(

(c+ z/c)1/2 {aM(a+ 1, b; ρ) + (ν′ − κ)M(a, b; ρ)}

(c− z/c)1/2 {aM(a+ 1, b; ρ)− (ν′ − κ)M(a, b; ρ)}

)
(3.6.23)

and the solution giving outgoing waves at infinity is (3.3.17)(
P (∞)(r; z)
Q(∞)(r; z)

)
= ργe−ρ/2

×
(

(c+ z/c)1/2 {(ν′ + κ)U(a+ 1, b; ρ) + U(a, b; ρ)}

(c− z/c)1/2 {(ν′ + κ)U(a+ 1, b; ρ)− U(a, b; ρ)}

)
, (3.6.24)

in which
a = γ − ν, b = 2γ + 1, ρ = 2λr,

where γ and λ have the same meaning as before. The complex parameter z
has been substituted for the energy E and we have suppressed an unimportant
constant factor ν′ − κ. The bound state apparent principal quantum number
N is replaced by

ν′ = Z/λ, λ = c(1− z2/m2c4)1/2

and we introduce another parameter

ν = ν′(1− λ2/c2)1/2

so that
ν2 − γ2 = ν′2 − κ2.

To complete the construction, we need the Wronskian (3.6.16). This is most
easily found by using the limits as ρ → 0, given by (A.3.15) and (A.3.16)
respectively:

M(a, b, ρ) → 1, U(a, b, ρ) → Γ (2γ)
Γ (a)

ρ−2γ

from which(
P (0)(r; z)
Q(0)(r; z)

)
→ ργ

(
(c+ z/c)1/2 ((γ − ν) + (ν′ − κ))

(c− z/c)1/2 ((γ − ν)− (ν′ − κ))

)

and

(
P (∞)(r; z)
Q(∞)(r; z)

)
→ ρ−γ(ν′ − κ) Γ (2γ)

Γ (γ − ν)

⎛⎜⎜⎝ (c+ z/c)1/2
(
ν′ + κ
γ − ν + 1

)
(c− z/c)1/2

(
ν′ + κ
γ − ν − 1)

)
⎞⎟⎟⎠
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so that

∆ = 4γ λ
Γ (2γ)
Γ (γ − ν) (3.6.25)

and

A = 1/c∆ =
Γ (γ − ν)

4c γ λΓ (2γ)
. (3.6.26)

As a function of z, the Coulomb Green’s function Gκ(r, s; z) has branch points
at z = ±c2 as in the free particle case. However, the Wronskian ∆ has simple
zeros (so that the Green’s function has simple poles) at the poles of Γ (γ − ν)
when γ − ν = −nr, where nr is a non-negative integer, as in Section 3.3.2.

An important check on the above results, left as a tedious exercise for
the reader, is to verify that we recover the free particle formulas in the limit
as the nuclear charge Z approaches zero. This entails the use of relations
connecting confluent hypergeometric functions with Bessel functions [5, §13.4,
§13.6]. Although the sum over partial waves can be performed analytically for
the nonrelativistic hydrogenic Green’s function, no similar result is known for
the relativistic hydrogenic case.

3.7 The nonrelativistic limit: the Pauli approximation

The relativistic equations of motion should transform into nonrelativistic
equations in the mathematical limit, c → ∞, in which light signals appear
to propagate instantaneously. This limit has been much studied for several
reasons, some theoretical, others more practical. Analytic techniques were all
that were available in the early days of relativistic quantum theory, and a per-
turbation expansion in powers of the fine structure constant, α, threw light
on the size of “relativistic corrections” and on the origin of spin-dependent
effects. The simple Pauli approximation of this section, despite its limitations,
continues to be of major importance in quantum chemistry.

3.7.1 The Pauli approximation

The behaviour of the solutions of the Dirac equation in the nonrelativistic limit
is a matter of perturbation theory, in which the strength of the perturbation
is proportional to α = 1/c. We start from the Hamiltonian form of (3.1.39)

(HD − E)ψ =
{
cα · (p− qA) + βmc2 + qφ− E

}
ψ = 0, (3.7.1)

In order to pass to the nonrelativistic limit, we shift the energy zero so that

ε = E −mc2, |ε| � mc2,

and partition (3.7.1) in the form
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cσ ·Π −2mc2 + q φ− ε

⎞⎠⎛⎝ψ+(r)

ψ−(r)

⎞⎠ = 0

where the superscripts + and − indicate upper and lower two-component
amplitudes respectively, and

Π = p− qA.

This can be regarded as a pair of simultaneous linear differential equations,
of which the lower can be rearranged to read

ψ−(r) =
1

2mc

{
1− q φ− ε

2mc2

}−1

σ ·Π ψ+(r).

Pauli’s approximation results from replacing the bracketed term by unity:

ψ−(r) ≈ 1
2mc

σ ·Π ψ+(r)

and substituting this in the upper equation gives{
σ ·Π 1

2m
σ ·Π + q φ− ε

}
ψ+(r) ≈ 0.

The well-known algebraic identity (A.2.16)

(σ ·A)(σ ·B) = A ·B + iσ ·A×B

gives
(σ ·Π σ ·Π)ψ+(r) = (Π ·Π − qσ · curl A)ψ+(r).

so that ψ+(r) satisfies a modified Schrödinger equation{
1

2m
(p− qA)2 − µ ·B + q φ− ε

}
ψ+(r) ≈ 0, (3.7.2)

where B = curl A is the magnetic induction. The operator (p − qA)2/2m
describes the interaction of a charged particle with a magnetic field of classical
physics described in Section 2.6.4. The new term −µ·B, which is not predicted
by classical theory, is the potential energy of a magnetic dipole of magnitude

µ =
q

2m
σ (3.7.3)

in the magnetic field B. The operator (p − qA)2/2m embodies the usual
minimal substitution of Section 2.6.4. Dirac’s prediction that the electron
possesses an intrinsic magnetic dipole was a major success of the theory.

The magnetic dipole moment of the electron has been measured to within
an uncertainty of a few parts in 1012 [34, p. 375]. The magnetic moment of a
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lepton, the generic term for a spin-1/2 particle such as an electron or positron,
can be written

µ = g
q

2m
s

where in terms of the elementary charge e, q = −e for electrons and q = +e
for positrons, m is the particle mass, and s is its spin. The g-factor thus has
the same absolute value for electron and positron and its sign is that of the
particle’s charge. It is conventional to write the magnitude of the electron or
positron moment as

µe =
ge
2
µB

where µB = e�/2m is the Bohr magneton in SI units. Because s = �σ/2 for
Dirac electrons, (3.7.2) predicts |ge| = 2. The experimental value for the free
electron or positron differs by the electron anomaly,

ae =
|ge|
2
− 1 =

|µe|
µB

− 1,

due to quantum electrodynamic effects. The recommended value [34, Table
IX], ae = 1.159 652 1883(42)× 10−3, is based on measurements for both elec-
trons and positrons that agree at this level of accuracy. The theory, reviewed
recently by Kinoshita [35], involves perturbative calculations including electro-
magnetic, hadronic and weak interaction contributions, achieving an accuracy
comparable with the experimental uncertainties of order 10−12.

3.7.2 The Foldy-Wouthuysen and related transformations

The Pauli approximation was the earliest attempt to devise an approximate
treatment of the Dirac equation, and it is still a popular method of account-
ing approximately for relativistic effects. The Foldy-Wouthuysen transforma-
tion [36] for a free particle, §2.5.3 and §2.5.4, served to relate the Dirac to the
canonical representation and to throw light on the meaning of position and
spin in Dirac theory. However, the main motivation has been to derive simpler
equations in which relativistic effects are represented by perturbations to a
nonrelativistic model [37, p. 46]. Quantum chemists have made much use of
schemes such as the Breit-Pauli approximation, §1.5.2; see [38] for a recent
review.

The simplest approach is to partition the Dirac Hamiltonian into cou-
pled equations for the upper and lower component as in the Pauli reduction,
§3.7.1, and to try to eliminate the lower component from the equations. The
technique, [38, §2.1], has been developed to give a sequence of “regular approx-
imations” – ZORA (zero order), FORA (first order), etc. – which avoid the
singular effective potentials generated by the Pauli approximation. Another
approach seeks unitary transformations that block diagonalize the Dirac oper-
ator. Because off-diagonal blocks involve odd powers of α matrices, the effect
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is to replace such terms with effective operators in which α matrices only ap-
pear to even order. The earliest programme of this sort was due to Foldy and
Wouthuysen [36]; currently the most popular version is based on the scheme
of Douglas and Kroll [39], and developed by Hess [40] and his collaborators
for applications to quantum chemistry [41]. Another version was proposed by
Jørgensen [42], building on earlier work by Van Vleck. The effective Hamilto-
nian to O(1/c2) is the sum of several terms:

H0 = c2

H2 =
1
2
[σ ·Π]2 − eΦ =

1
2
(p + eA)2 − eΦ+

e

2
σ ·B

H4 = − 1
8c2
{

[σ ·Π]4 + [σ ·Π,−eΦ](2)
}

(3.7.4)

= − 1
8c2
{
[(p + eA)2 + eσ ·B]2 − edivE

− 2eσ ·E × (p + eA)
}

...

where Π = p+eA and the operators act on the Hilbert space of 2-component
functions.

After subtracting the rest energy term, we are left with the Pauli Hamil-
tonian H2 and the O(1/c2) corrections H4. In the absence of an external
magnetic field, A = 0, these simplify to

H4 = − [(p)2]2

8c2
+

e

8c2
divE +

e

4c2
σ ·E × p.

If the external electric field E is due to a point nuclear charge Ze at the origin,
then −eΦ = −Z/r, −eE = −Zr/r3 in atomic units, so that

H4 = − [(p)2]2

8c2
− πZ

2c2
δ3(r)− Z

4c2
1
r3

σ ·L (3.7.5)

where L = r × p is the orbital angular momentum of the electron.
The classical free particle Hamiltonian (2.6.34) can be expanded in powers

of λ = 1/c when p2/c2 � 1 giving

dHfree(p) = c2
√

1 + p2/c2 = c2 +
p2

2
− [p2]2

8c2
+ . . .

The term of order 1/c2 in this expansion, the lowest order correction for the
relativistic variation of mass with velocity, is the leading term in (3.7.5). The
next term in (3.7.5), the Darwin correction, has an expectation proportional
to the electron density at the origin and contributes only for s-states. The
third, spin-orbit coupling, term contributes only for p, d, . . .- states with l > 0.
The Darwin term is said to provide heuristic evidence of the Zitterbewegung
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phenomenon, on the ground that for spherical distributions, the expectation
of V (r+δr)−V (r) is proportional to 〈(δr)2∇2V (r)〉, with |δr| of the order of
the Compton wavelength �/mc. However, this does little to promote belief in
Zitterbewegung as anything more than an unfortunate feature of the procedure
having little or no physical meaning.

It is instructive to use (3.7.5) to compute relativistic corrections to the
Schrödinger energy for hydrogenic ions to lowest order. The necessary non-
relativistic matrix elements of r−s, s = 1, 2, 3 will be found in Section 3.3.3.
Because (p)2 ψnl(r) = 2 (εnl + Z/r) ψnl(r), 〈Z/r〉nl = Z2/n2 = −2εnl and
〈Z2/r2〉nl = Z4/n3(l + 1/2), the lowest order mass-velocity term is〈

− [(p)2]2

8c2

〉
nl

= − 1
2c2

〈(
εnl +

Z

r

)2
〉

nl

= − 1
2c2

Z4

n4

(
n

l + 1
2

− 3
4

)
.

Because 〈δ3(r)〉nl = |ψnl(0)|2 = δl,0Z
3/πn3, the Darwin term gives〈

πZ

2m2c2
δ3(r)

〉
nl

=
Z4

2c2n3 δl,0.

The spin-orbit term has a j-dependence given by

〈σ ·L〉lj = 〈2s ·L〉lj = j2 − l2 − s2

= j(j + 1)− l(l + 1)− s(s+ 1)

where s = 1
2�σ so that the quantum number s = 1/2 and〈

− Z

4c2
1
r3

σ ·L
〉

nlj

= − Z

4c2

〈
1
r3

〉
nl

〈2s ·L〉lj .

The hydrogenic spin-orbit energy for l ≥ 1 is therefore

− 1
4c2

Z4

n3(l + 1/2)(l + 1)

[
j(j + 1)− l(l + 1)− 3

4

]
Putting everything together, the total energy to this order is (once again
remembering m = 1 in atomic units)

εnlj = − Z
2

2n2 −
Z4

2c2n4

(
n

j + 1
2

− 3
4

)
(3.7.6)

in exact agreement with the Uhlenbeck and Goudsmit result, §2.4, and the
expansion of the Sommerfeld fine structure formula (3.3.7) to O(1/c2).
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3.8 Other aspects of Dirac theory

The subject matter of this chapter has been directed to understanding the
construction and properties of solutions of the Dirac equation which are im-
portant for the treatment of the many-electron problems that form the core
of this book. As such we have ignored many of the issues that have received
attention from mathematicians and physicists over the last 70 years. The the-
oretical background expounded, for example, in Thaller’s monograph [44],
provides a rigorous mathematical description using linear functional analysis.
Practical methods of numerical calculation must respect this analysis when
relevant. The monograph of Bagrov and Gitman [45] surveys a number of exact
solutions to a number of relativistic quantum mechanical problems involving
Klein-Gordon and Dirac equations, especially involving charged particles in
electromagnetic fields of various conformations. There has also been a good
deal of research into the foundations of electron theory and electromagnetism
whose flavour can be sampled in the volume edited by Dowling [46].
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4

Quantum electrodynamics

Quantum electrodynamics (QED), the study of the motion of electrically
charged particles such as electrons, positrons, and charged nuclei, provides
the formal framework for the relativistic theory of atoms, molecules, and other
forms of matter. Quantum field theory [1, 2], of which QED is an example,
was invented to model physical processes in which the number of particles
is not necessarily fixed. The coupling of the electron-positron field with the
Maxwell photon field in QED allows us to build a relativistic theory of atoms
and molecules. Feynman diagrams serve to clarify the radiative and collision
processes that contribute to atomic and molecular physics. A subset of these
diagrams corresponds to the familiar self-consistent field theory, which is both
the starting point for more accurate calculations as well as a popular model in
its own right. Diagrams associated with “radiative corrections”, which are not
normally included in theories of atomic or molecular electronic structure, pose
additional technical challenges. The interaction of a charged particle with the
fluctuations of the Maxwell photon field leads to a correction to the particle’s
energy and to its magnetic moment, whilst the particle’s charge modifies the
electromagnetic field close by. These radiative corrections can be significant
in some applications.

4.1 Second quantization

4.1.1 Quantization of the Schrödinger equation

The standard theory of quantized fields rests on the elementary theory of
Lagrangian and Hamiltonian methods of Appendix B.9. We start by writing
down a Lagrangian density for structureless particles of mass m moving in a
potential V (x):

L :=
1
2
ψ∗(x). i∂0ψ(x)− 1

2
i∂0ψ

∗(x).ψ(x)

− 1
2m

∂iψ
∗(x) · ∂iψ(x) + V (x)ψ∗(x)ψ(x). (4.1.1)
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The complex quantities ψ(x) and ψ∗(x) are to be treated as independent
classical fields. As usual, ∂µ = ∂/∂xµ, µ = 0, 1, 2, 3, but in this section
∂0 = ∂/∂t (without the usual factor c). One of the Euler-Lagrange equations
is

∂µ
∂L

∂(∂µψ∗)
− ∂L
∂ψ∗ = − i

2
∂0ψ −

i

2
∂0ψ −

1
2m

∇2ψ(x) + V (x)ψ(x) = 0.

The first occurrence of ∂0ψ comes from ∂L/∂(∂0ψ
∗), the second from ∂L/∂ψ∗.

We recover the usual Schrödinger equation

i∂0ψ = − 1
2m

∇2ψ(x) + V (x)ψ(x); (4.1.2)

the second Euler-Lagrange equation gives its complex conjugate. The momen-
tum conjugate to ψ will be denoted1

π∗(x) =
∂L

∂(∂0ψ)
=
i

2
ψ∗(x), (4.1.3)

and that conjugate to ψ∗ by

π(x) =
∂L

∂(∂0ψ∗)
= − i

2
ψ(x), (4.1.4)

We can now construct a Hamiltonian density,

H = π∗(x) ∂0ψ(x) + ∂0ψ
∗(x)π(x)− L

=
1

2m
∂iψ

∗(x) · ∂iψ(x) + V (x)ψ∗(x)ψ(x) (4.1.5)

which is just the sum of kinetic and potential energy terms.
In ordinary quantum mechanics, we interpret the dynamical variables qi

and pj as operators satisfying commutation relations

[qi, pj ] = i� δij , [qi, qj ] = 0, [pi, pj ] = 0,

for all pairs i, j. Similarly we now interpret ψ as an operator on some as yet
undefined space in the Heisenberg picture and replace ψ∗ by the operator
adjoint ψ†. Then the Hamiltonian operator is

H =
∫
d3xH =

∫
d3x

{
1

2m
∇ψ†(x) · ∇ψ(x) + V (x)ψ†(x)ψ(x)

}
(4.1.6)

For simplicity, we suppose that the real function V (x) does not depend on
time. Suppose also either that the field variables have commutation relations

1 The labelling of π and π∗ looks more intelligible in the context of spinor fields
below.



4.1 Second quantization 183[
ψ(x), ψ†(x′)

]
= ψ(x)ψ†(x′)− ψ†(x′)ψ(x) = δ3(x− x′),

[ψ(x), ψ(x′)] =
[
ψ†(x), ψ†(x′)

]
= 0, (4.1.7)

or anti-commutation relations{
ψ(x), ψ†(x′)

}
= ψ(x)ψ†(x′) + ψ†(x′)ψ(x) = δ3(x− x′),

{ψ(x), ψ(x′)} =
{
ψ†(x), ψ†(x′)

}
= 0. (4.1.8)

The remaining results of this section will be derived for the set (4.1.7) but
they also hold for the set (4.1.8).

We must first confirm that this quantization procedure leads to the usual
equations of motion. For a conservative system, the Heisenberg equation of
motion for the field ψ is

i∂0ψ = [ψ,H],

where

[ψ(x), H] =
[
ψ(x),

∫
d3x′

{
1

2m
∇′ψ†(x′) · ∇′ψ(x′) + V (x)ψ†(x)ψ(x)

}]
.

Using (4.1.7) and (4.1.8) and the fact that V is independent of t for a conser-
vative system, we find

[ψ(x), H] =
[
ψ(x),

∫
d3x′ ψ†(x′)

{
− 1

2m
∇′ 2 + V (x′)

}
ψ(x′)

]
=
∫
d3x′ [ψ(x), ψ†(x′)

]{
− 1

2m
∇′ 2 + V (x′)

}
ψ(x′)

=
∫
d3x′ δ3(x− x′)

{
− 1

2m
∇′ 2 + V (x′)

}
ψ(x′)

=
{
− 1

2m
∇2 + V (x)

}
ψ(x)

from which Schrödinger’s equation,

i∂0ψ(x) =
{
− 1

2m
∇2 + V (x)

}
ψ(x),

follows. The first line involves an integration by parts and assumes that the
boundary conditions permit surface terms to be dropped. The adjoint equa-
tion,

−i∂0ψ
†(x) =

{
− 1

2m
∇2 + V (x)

}
ψ†(x),

can be derived in the samne way.
Because H is a conservative Hamiltonian in which time does not appear

explicitly and [H,H] = 0, its equation of motion reduces to i∂0H = 0, showing
that H is a constant of the motion. We expect
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N =
∫
d3xψ†ψ (4.1.9)

to be the operator giving the number of particles in the system. Its equation
of motion is i∂0N = [N,H], and a calculation of the commutator along similar
lines show that [N,H] = 0 so that N is a constant of the motion. Next we
show that

[N,ψ†(x)] = ψ†(x), [N,ψ(x)] = −ψ(x). (4.1.10)

Proof : It suffices to consider the first of these results; the second is obtained
in the same way.

[N,ψ†(x)] =
∫
d3x′ {ψ†(x′)ψ(x′)ψ†(x)− ψ†(x)ψ†(x′)ψ(x′)

}
=
∫
d3x′ ψ†(x′) [ψ(x′), ψ†(x)]

=
∫
d3x′ ψ†(x′) δ3(x− x′)

= ψ†(x).

�
Suppose now that N has an eigenstate |α 〉 with eigenvalue α. Then from
(4.1.10) we obtain immediately

N ψ†(x) |α 〉 = (α+ 1)ψ†(x) |α 〉,
N ψ(x) |α 〉 = (α− 1)ψ(x) |α 〉, (4.1.11)

Thus ψ†(x) operates on |α 〉 to give an (unnormalized) eigenstate of N belong-
ing to the eigenvalue α+1 and ψ(x) operates on |α 〉 to give an (unnormalized)
eigenstate of N belonging to the eigenvalue α− 1. If the eigenvalues of N are
to represent the number of particles in the system, α must be a non-negative
integer n = 0, 1, 2, . . . Then (4.1.11) shows that (4.1.9) is a consistent defi-
nition of the number operator and that ψ†(x) creates a particle at location
x whilst ψ(x) destroys one. We refer to the state with n = 0 as the particle
vacuum state. 5

4.1.2 Identical particles: the symmetric case

A system of independent particles is said to be indistinguishable if the expec-
tation value of a physical observable is unaltered by permutation of particle
labels. We suppose that there exists a complete orthonormal set of eigen-
states φi(x) and corresponding eigenvalues εi of the Schrödinger Hamiltonian
on some suitable domain{

− 1
2m

∇2 + V (x)
}
φi(x) = εi φi(x).
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We can represent the field operators by

ψ(x) =
∑

i

ai φi(x), ψ†(x) =
∑

i

ai
† φ†

i (x), (4.1.12)

where if the field operators depend on time then so do ai and a †
i . We can

determine the ai and a †
i from (4.1.12) using the orthonormality of the eigen-

functions, giving

ai =
∫
φ†

i (x)ψ(x) d3x, ai
† =
∫
ψ†(x)φi(x) d3x. (4.1.13)

Multiply the first equation of (4.1.8) by φ†
i (x)φj(x′) and integrating, we see

that [
ai, aj

†] =
∫∫

φ†
i (x)φj(x′) δ3(x− x′) d3x d3x′ = δij , (4.1.14)

and, similarly,
[ai, aj ] =

[
ai

†, aj
†] = 0.

Thus defining the number operator

Ni = ai
†ai

and using the orthonormality of the eigenfunctions, we see that

N =
∑

i

Ni, H =
∑

i

Niεi. (4.1.15)

Because the operators Ni commute with each other, they can be diagonalized
simultaneously with H.

Now we can choose a basis of kets |n1, n2, . . .〉 labelled by the eigenvalues of
the operators N1, N2, . . . Equation (4.1.14) implies that the operators ai, ai

†

satisfy relations

ai |n1, n2, . . . , ni, . . .〉 = n
1/2
i |n1, n2, . . . , ni − 1, . . .〉

ai
† |n1, n2, . . . , ni, . . .〉 = (ni + 1)1/2 |n1, n2, . . . , ni + 1, . . .〉

(4.1.16)

Notice that the ni are non-negative integers, limited only by the fact that∑
ni = n for each fixed n. Although the total number of particles, N , is a

constant of the motion, there will be cases in which H induces transitions
between eigenstates of the Hamiltonian; then the Ni will change in time ac-
cording to the equation i�∂0Ni = [Ni, H].

The wavefunctions of a system of independent indistinguishable particles
will either be completely symmetric (the case of Bose-Einstein statistics) or
completely ant-isymmetric (Fermi-Dirac statistics). Let X = (x1, x2, . . . xn)
denote the space-time coordinates of n indistinguishable particles. Let |Φ〉,
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|Ψ〉 be two states in the relevant Hilbert space H(n). The configuration space
amplitudes are given by the functions

Φ(X) = 〈X |Φ〉, Ψ(X) = 〈X |Ψ〉,

with scalar product

〈Φ |Ψ〉 =
∫
dXΦ†(X)Ψ(X) (4.1.17)

where the integration runs over all X = (x1, x2, . . . xn). Let X → X ′ =
PX denote a permutation of the particle labels X = (x1, x2 . . . xn) into
X ′ = (xα1 , xα2 , . . . xαn) so that Ψ(X) = Ψ(x1, x2, . . . xn) maps into Ψ(PX) =
Ψ ′(X). Because the linear transformation X → X ′ has unit Jacobian, the
value of the scalar product (4.1.17) is preserved, and

〈Φ |Ψ〉 = 〈Φ′ |Ψ ′〉

so that for each permutation P there exists a unitary transformation P : H(n) → H(n)

for which
Ψ ′(X) = Ψ(PX) = PΨ(X).

Let O be any observable. If the particles are indistinguishable, then under
permutation of particle coordinates

〈Φ, O Ψ〉 = 〈Φ′, O Ψ ′〉 = 〈PΦ, OPΨ〉 = 〈Φ, P−1OP Ψ〉

so that
O = P−1OP,−→ [O, P] = 0.

Thus every such operator O must be a symmetric function of the particle
coordinates X = (x1, x2, . . . xn).

A transposition Tij is a permutation in which only two indices, say i and j,
are interchanged. A symmetric function is left unchanged by a transposition,

TijΨ(x1, x2, . . . xn) = Ψ(x1, x2, . . . xn), (4.1.18)

whereas an anti-symmetric function changes sign:

TijΨ(x1, x2, . . . xn) = −Ψ(x1, x2, . . . xn). (4.1.19)

It is elementary to prove that all symmetric states in H(n) are orthogonal to
all anti-symmetric states, and no observable on H(n) can couple symmetric
and anti-symmetric states.

Every permutation P can be written, usually in more than one way, as a
product of transpositions. However the number of transpositions in any such
representation is always either even (in which case P is said to have parity
πP = +1) or odd (πP = −1). The set of all permutations on n objects forms
a group: see, for example [3, Chap. 7] or [4, Chap. 17]. We can construct two
projection operators, the symmetrizer S and anti-symmetrizer A
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S =
1
n!

∑
P∈Sn

P, A =
1
n!

∑
P∈Sn

πPP (4.1.20)

which allow us to project any state onto the corresponding symmetric or anti-
symmetric subspace of H(n). We are concerned only with the symmetrizer S
in this section. Suppose we label one-particle amplitudes with eigenvalues αi

so that the amplitude φαi
(x) occurs ni times in the n-particle wavefunction.

The numbers n1, n2, . . . define what we may call a configuration. The set of
vectors |n;n1, n2. . . .〉 spans the Hilbert space of realizable states of n identical
Bose particles so that the relations∑

[n]

|n;n1, n2. . . .〉 〈n;n1, n2. . . . | = 1

〈n;n1, n2. . . . |n′;n′
1, n

′
2. . . .〉 = δnn′ δn1n′

1
δn2n′

2
. . .

express the completeness and orthonormality of the set. Consider now the
amplitude

〈x1, x2, . . . , xn;n|n1, n2, . . .〉 (4.1.21)

=
√

n!
n1!n2! . . .

S φα1(x1) . . . φαn(xn)

where the numerical factor in front normalizes the expression. In the next
section, we study the case in which the projection operator S is replaced
by the anti-symmetrizer A; the right-hand side then becomes a determinant.
Expanding in terms of states of the particle at x1 gives

〈x1, x2, . . . , xn;n|n1, n2, . . . , ni, . . .〉 = (4.1.22)
∞∑

i=1

√
ni

n
φαi

(x1) · 〈x2, x3, . . . , xn;n− 1|n1, n2, . . . , ni − 1, . . .〉

where the sum runs over all possible eigenstates, empty as well as occupied.
Alternatively, we can write

〈x1, x2, . . . , xn;n|n1, n2, . . . , ni, . . .〉 =
n∑

j=1

√
1
nni

φαi(xj) (4.1.23)

×〈x1, x2, . . . , xj−1, xj+1, . . . , xn;n− 1|n1, n2, . . . , ni − 1, . . .〉.

Fock space is defined as a direct sum of subspaces,

H = H(0) ⊕H(1) ⊕ . . . , (4.1.24)

each of which is characterized by a fixed value of n. The field operators ψ(x)
and ψ†(x) acting on the elements of Fock space respectively create and anni-
hilate particles:
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ψ†(x) |x1, . . . , xn−1;n− 1 〉 = n1/2 |x, x1, . . . , xn−1;n 〉, (4.1.25)

ψ(x) |x1, . . . , xn+1;n+ 1 〉 =

(n+ 1)−1/2
n∑

i=1

δ(xi − x) |x1, . . . , xi−1, xi+1, . . . , xn+1;n 〉,
(4.1.26)

relating states in the subspace H(n) to those of H(n±1).

4.1.3 Identical particles: the antisymmetric case

Fermi particles such as electrons satisfy Pauli’s exclusion principle: each non-
degenerate state may be occupied by at most one particle, so that the numbers
ni can only take the values 0 or 1. This can be accommodated by replacing
the symmetrizer S in (4.1.21) by the anti-symmetrizer A, so that

〈x1, x2, . . . , xn;n |n1, n2, . . .〉 =
√
n!Aφα1(x1) . . . φαn

(xn). (4.1.27)

The anti-symmetrizer generates a determinantal product

〈x1, x2, . . . , xn;n |n1, n2, . . .〉 =
1√
n!

∣∣∣∣∣∣∣∣∣
φαj1

(x1) φαj2
(x1) . . . φαjn

(x1)
φαj1

(x2) φαj2
(x2) . . . φαjn

(x2)
...

...
...

φαj1
(xn) φαj2

(xn) . . . φαjn
(xn)

∣∣∣∣∣∣∣∣∣ .
(4.1.28)

The determinant vanishes if any two rows or columns are identical, and
changes sign under transposition of either rows or columns. Thus αi can ap-
pear at most once if the determinant is not to vanish so that ni can take only
the values 0 or 1. The subscripts (j1, . . . , jn) distinguish the n occupied states
of the full (infinite) list of eigenstates in some order. Expanding (4.1.28) by
the first row gives

〈x1, x2, . . . , xn;n |n1, n2, . . .〉 =
1√
n

n∑
i=1

nji
φαji

(x1)

× (−1)si〈x2, x3, . . . , xn;n− 1 |n1, n2, . . . , nji − 1, . . .〉, (4.1.29)

where

si =
ji−1∑
k=1

nk

is the number of states occupied up to the ji-th. Alternatively we can expand
by the ji-th column, so that

〈x1, x2, . . . , xn;n |n1, n2, . . .〉 =
1√
n

n∑
k=1

(−1)k−1φαji
(xk)

× 〈x1, x2, . . . , xk−1, xk+1, . . . , xn;n− 1 |n1, n2, . . . , nji − 1, . . .〉. (4.1.30)
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The creation and annihilation operators have the properties

ai
† |n1, n2, . . . , ni, . . .〉 = (−1)si(1− ni) |n1, n2, . . . , ni + 1, . . .〉
ai |n1, n2, . . . , ni, . . .〉 = (−1)sini |n1, n2, . . . , ni − 1, . . .〉,

(4.1.31)

and satisfy the anti-commutation relations

{ai, aj} =
{
ai

†, aj
†} = 0,

{
ai, aj

†} = δij . (4.1.32)

Because {ai, ai} = 0, we have aiai = 0, and similarly ai
†ai

† = 0. Also, as
ni = 0, 1, n2

i = ni and therefore the number operator, Ni = ai
†ai is also a

projection operator, as may easily be checked using the relations (4.1.32).
In Fock space, the relations corresponding to (4.1.25) and (4.1.26) are

replaced by

A |x1, x2, . . . , xn;n 〉 =
1√
n!
ψ†(xn) . . . ψ†(x1) | 0 〉 (4.1.33)

This result is particularly convenient when constructing matrix elements for
complex electron configurations for operators that act symmetrically on all
the particles present so that

F (x1, x2, . . . , xn;n) =
n∑

j=1

f(xj)

when they act only on a single particle, or

G(x1, x2, . . . , xn;n) =
∑
i<j

g(xi, xj) =
1
2

∑
i
=j

g(xi, xj)

when they involve the coordinates of two particles. The Fock space equivalent
operators are

F =
∫
ψ†(x) f(x)ψ(x) dx (4.1.34)

G =
1
2

∫∫
ψ†(x′)ψ†(x) g(x, x′)ψ(x)ψ(x′) dx dx′ (4.1.35)

in which the order of the coordinate arguments in the field operators is sig-
nificant. This can easily be extended to symmetric operators involving three
or more particles simultaneously.

4.2 Quantization of the electron-positron field

4.2.1 The Furry picture

Furry [5] proposed a formalism that is widely used in atomic and molecular
structure theory. Suppose, as a first approximation, that we can treat the
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electrons as moving independently in a conservative potential field V (x). The
unquantized Dirac Hamiltonian in configuration space is

hD = cα · p + βmc2 + V (x), (4.2.1)

where the electron rest mass m = 1 a.u.. When V (x) is negative-definite
(and satisfies other reasonable conditions which we shall discuss later), as for
example in hydrogenic ions,

V (x) = −Z
r
, r = |x|,

we know [6, §7.4] that hD has a spectrum consisting of two continua, −∞ <
E < −c2 and c2 < E < ∞ together with a countably infinite set of bound
states in the gap (−c2,+c2) having a point of accumulation at +c2.

We assume that the quantized Dirac field amplitudes can be expanded in
terms of a complete set of eigenstates of hD in the form

ψ(x) =
∑

r

arψr(x), ψ†(x) =
∑

r

ar
†ψ†

r(x)

where ar and ar
† are anti-commuting fermion annihilation and creation op-

erators respectively, (4.1.32), and ψr(x) is an eigenfunction of hD with the
energy Er. Writing

Nr = ar
†ar

for the number operator we see that, as in Section 4.1.1, not only is the total
number of electrons defined as the expectation of the operator

N =
∑

r

Nr,

but the Hamiltonian operator is

H =
∑

r

NrEr

which, because Er can have either positive or negative values whilst Nr is a
non-negative operator, can be either positive or negative. Were the operators
ar to satisfy Bose commutation relations like (4.1.14), Nr could have arbitrary
non-negative integer eigenvalues and the field could have an arbitrarily large
negative energy. On the other hand, if the operators ar satisfy Fermi anti-
commutation relations like (4.1.32), there can be at most one particle in each
nondegenerate eigenstate in accordance with the Pauli exclusion principle.

We split the energy spectrum S into two disjoint pieces: S(+) = {Er |Er >
0}, which includes the positive energy continuum and the bound states, and
its complement S(−) = {Er |Er < 0} so that the number operator is
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N =
(+)∑
r

N (+)
r +

(−)∑
s

N (−)
s ,

and the Hamiltonian operator is

H =
(+)∑
r

N (+)
r E(+)

r −
(−)∑
s

N (−)
s |E(−)

s |, (4.2.2)

Likewise, if we write q = −e for the elementary charge on the electron, the
total charge operator, which is also a constant of the motion, is

Q = −e
(+)∑
r

N (+)
r − e

(−)∑
s

N (−)
s . (4.2.3)

Now according to Dirac’s hole theory, Section 2.5.6, the vacuum state is one in
which the positive energy states are all empty, N (+)

r = 0, and the negative en-
ergy states are all occupied, N (−)

s = 1. The vacuum is therefore characterized
by the infinite unobservable quantities

Qvacuum = −e
(−)∑
s

1, Evacuum = −
(−)∑
s

|E(−)
s |.

The hole theory therefore postulates that only the differences Q′ = Q −
Qvacuum and E′ = E − Evacuum are observable, so that

Q′ = −e
(+)∑
r

N (+)
r + e

(−)∑
s

(1−N (−)
s )

E′ =
(+)∑
r

N (+)
r E(+)

r +
(−)∑
s

(1−N (−)
s )|E(−)

s |.

A “hole” in a negative energy state (N (−)
s = 0) therefore contributes a charge

+e to Q′ and a positive contribution |E(−)
s | to the field energy. We therefore

interpret such a hole as an “anti-particle”, in this case a positron, carrying
charge +e and positive energy.

To emphasize the interpretation of “holes” in the filled vacuum as anti-
particles, we introduce new operators, bs, bs†, which respectively destroy and
create antiparticles, such that

bs = as
†, bs

† = as, s ∈ S(−) (4.2.4)

so that we can redefine the field variables as
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ψ(x) =
(+)∑
r

arφr(x) +
(−)∑
s

bs
†φs(x), (4.2.5)

ψ†(x) =
(+)∑
r

ar
†φ†

r(x) +
(−)∑
s

bsφ
†
s(x). (4.2.6)

The non-vanishing anti-commutators become{
ar

†, as

}
= δrs, r, s ∈ S(+),

{
br

†, bs

}
= δrs, r, s ∈ S(−), (4.2.7)

whilst all other anti-commutator pairs vanish.
Any sequence of creation and annihilation operators is said to be in normal

order if it is arranged so that all creation operators stand to the left of all
annihilation operators in the sequence. Thus ar

†bs is in normal order, but
arbs

† is not. The latter can be put into normal order by transposing adjacent
operators and changing signs as if all anti-commutators vanished. We denote
such a normal product by writing : arbs

† :, sometimes written N(arbs
†), so

that, for every pair of indices r, s,

: aras : = +aras, : brbs : = +brbs,
: ara

†
s : = −as

†ar, : brb†s : = −bs†br,

: arb
†
s : = −bs†ar, : bra†

s : = −as
†br.

(4.2.8)

We suppose the distributive law holds. It is easy to see that (4.2.3) and (4.2.4)
are equivalent to

H = : H : +Evacuum, Q = : Q : +Qvacuum, (4.2.9)

so that the operators which must be used to give physical results are : H :
and : Q :. The infinite vacuum energy and charge can then be discarded. We
shall later need the normally ordered charge-current density vector

jµ(x) = −ecψ̃(x)γµψ(x) = −ec : ψ̃(x)γµψ(x) : + jµvacuum(x) (4.2.10)

so that the total charge is Q =
∫
d3xj0(x)/c.

4.2.2 The free electron case

Textbooks of quantum electrodynamics, such as [1, 2, 7, 8], traditionally
present the canonical quantization of the electron-positron field for free elec-
trons for which the potential V (x) vanishes. This has two advantages: in the
first place, the absence of external forces ensures that all the space-time sym-
metries, in particular space-like translations, can be invoked. Secondly, one
can define the field variables ψ(x) and ψ†(x) without reference to an eigen-
function expansion (4.2.5). If the electron is firmly confined in an atom or
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molecule, a perturbation treatment encounters difficulties, and the Furry pic-
ture is appropriate. Nevertheless an understanding of the elements of free
particle QED helps to understand QED of electrons in all environments.

The free particle eigenfunctions, (3.1.20), are

ψ(x) = e−ix·p/� u(p)

where the spinors u(p), (3.1.24), are

u(r)(p) =
(
E(|p|) + c2

2E(|p|)

)1/2
⎛⎝ φr

cσ · p
E(|p|) + c2

φr

⎞⎠ r = 1, 2,

for positive frequency (energy), p0 > 0, and by (3.1.25),

v(r)(p) =
(
E(|p|) + c2

2E(|p|)

)1/2
⎛⎝ −cσ · p
E(|p|) + c2

φr

φr

⎞⎠ r = 1, 2

for negative frequency, p0 < 0, with

φ1 =
(

1
0

)
, φ2 =

(
0
1

)
.

The Heisenberg field operators are given by

ψ(x) = ψ(+)(x) + ψ(−)(x), ψ(x) = ψ
(+)

(x) + ψ
(−)

(x), (4.2.11)

where, with p0 = +E(|p|)/c, the positive frequency components

ψ(+)(x) =
∫

d3p

(2π)3/2

(
c

p 0

)1/2 ∑
r=1,2

ar(p)u(r)(p) e−ix·p/� (4.2.12)

ψ
(+)

(x) =
∫

d3p

(2π)3/2

(
c

p 0

)1/2 ∑
r=1,2

br(p) v(r)(p) e−ix·p/� (4.2.13)

respectively destroy an electron (4.2.12) or a positron (4.2.13), and the nega-
tive frequency components

ψ
(−)

(x) =
∫

d3p

(2π)3/2

(
c

p 0

)1/2 ∑
r=1,2

ar
†(p)u(r)(p) e+ix·p/� (4.2.14)

ψ(−)(x) =
∫

d3p

(2π)3/2

(
c

p 0

)1/2 ∑
r=1,2

br
†(p) v(r)(p) e+ix·p/� (4.2.15)

respectively create an electron (4.2.14) or a positron (4.2.15). The integrals
over momentum replace the sum over eigenfunctions of (4.2.5) and (4.2.6).
Clearly,
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ψ(+)(x) = ψ
(−)

(x), ψ(−)(x) = ψ
(+)

(x)

and the vacuum state |Φ0〉 is characterized by

ψ(+)(x) |Φ0〉 = ψ
(+)

(x) |Φ0〉 = 0. (4.2.16)

The anti-commutators{
ψ(+)(x), ψ(−)(x′)

}
= 0,

{
ψ

(−)
(x), ψ

(+)
(x′)
}

= 0{
ψ

(+)
(x), ψ(+)(x′)

}
= 0,

{
ψ

(−)
(x), ψ(−)(x′)

}
= 0, (4.2.17)

are a consequence of (4.2.7); however,{
ψ(+)(x), ψ

(−)
(x′)
}

=

1
(2π)3

∫
d3p

∫
d3p′ c√

p 0 p ′ 0

×
2∑

r,s=1

{
ar(p), a†

s(p
′)
}
u(r)(p)⊗ u(s)(p′) e−ix·p+ix′·p′

=
1

2(2π)3

∫
p0>0

d3p

p 0 (�p+ c) e−ix·(p−p′)

=
1

2(2π)3
(iγµ∂µ + c)

∫
p0>0

d3p

p 0 e−ix·(p−p′)

= i (iγµ∂µ + c)∆(+)(x− x′). (4.2.18)

Equation (3.1.29) has been used in the second line and (2.9.22) and (2.9.16)
are needed for the final result, usually written{

ψ(+)(x), ψ
(−)

(x′)
}

= −iS(+)(x− x′), (4.2.19)

and similarly

{ψ(−)(x), ψ
(+)

(x′)
}

= −iS(−)(x− x′). (4.2.20)

Assembling the pieces, using (4.2.11), gives{
ψ(x), ψ(x′)

}
= −iS(x− x′) (4.2.21)

where
S(x− x′) = S(+)(x− x′) + S(−)(x− x′).

The equal time anti-commutators are somewhat simpler: using (2.9.20), we
see that
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ψ(x), ψ

(+)
(x′)
}∣∣∣

x0=x′ 0
= −γ0∂0∆(x− x′)

∣∣∣
x0=x′ 0

= +γ0δ(3)(x− x′),

equivalent to {
ψ(x), ψ†(x′)

}∣∣∣
x0=x′ 0

= δ(3)(x− x′),

verifying the canonical quantization rule (4.1.8).
The charge conjugation operator C, (3.1.36), interchanges particle and

anti-particle states:

ψc(x) = C ψ
t
(x), ψ(x) = C

[
ψc(x)

]t
.

The corresponding positive and negative frequency operators are

ψ(−)(x) = C
[
ψ

(+)
c (x)

]t
, ψ(+)(x) =

[
C−1ψ(+)

c (x)
]t

(4.2.22)

so that

ψ(+)
c (x) =

∫
d3p

(2π)3/2

(
c

p 0

)1/2 ∑
r=1,2

br(p)u(r)
c (p) e−ix·p/� (4.2.23)

ψ
(+)
c (x) =

∫
d3p

(2π)3/2

(
c

p 0

)1/2 ∑
r=1,2

b†r(p)u(r)
c (p) e+ix·p/� (4.2.24)

where u(r)
c (p) = Cv(r)(p)t, reinforcing the interpretation of ψ(+)

c (x) as an

anti-particle destruction operator and ψ(+)
c (x) as a creation operator. Then,

because C−1S(±)(−x)C = −S(±)(x)t,{
ψ(+)

c (x), ψ(+)
c (x′)

}
= −iS(+)(x− x′) (4.2.25)

and {
ψc(x), ψc(x′)

}
= −iS(x− x′). (4.2.26)

A covariant expression for the electron number operator Ne is

Ne =
∫
dσµxψ(+)(x)γµ ψ

(+)(x) =
∫
d3xψ(+)(x)γ0 ψ(+)(x) (4.2.27)

and similarly, the positron number operator is

Np =
∫
d3xψ

(+)
c (x)γ0 ψ(+)

c (x) (4.2.28)

The total charge is then
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Q =
∫
dσµx jµ(x)/c = −e (Ne −Np), (4.2.29)

consistent with (4.2.10) if we drop the vacuum current, and define the current
as a normal product

jµ(x) = −ec : ψ(x) γµ ψ(x) : = −ecN(ψ(x) γµ ψ(x)). (4.2.30)

Because normal products are designed to have zero vacuum expectation, this
gives us a convenient expression for the vacuum current −e c〈ψ(x) γµ ψ(x)〉0
in terms of propagators. Using (4.2.11), (4.2.16), (4.2.17), and (4.2.20) we find

ψ(x)ψ(x′) = N(ψ(x)ψ(x′))− iS(−)(x′ − x)t (4.2.31)

so that

−ec〈ψ(x) γµ ψ(x)〉0 = −ec lim
x→x′

〈Φ0, ψ(x) γµ ψ(x′)Φ0〉

= −iec lim
x→x′

tr (γµS(−)(x′ − x))

= −iec tr (γµS(−)(0)). (4.2.32)

This is infinite, corresponding to the charge of the “negative energy sea” in
the language of Dirac hole theory.

4.3 Quantization of the Maxwell field

Canonical quantization of the Maxwell field is less straightforward because
of of the gauge constraint needed to define the four-potential uniquely. We
saw that Maxwell’s equations can be derived from the classical Lagrangian,
(2.6.19)

Lem = −1
4
ε0FµνF

µν − 1
c
jµaµ, (4.3.1)

and that charge-current four-vector conservation,

∂µj
µ(x) = 0,

is satisfied if
∂µa

µ(x) = 0. (4.3.2)

The canonically conjugate momenta to the aµ(x) are given by

πµ =
∂Lem

∂(∂0aµ)
= ε0(∂µa0 − ∂0aµ) = ε0F

µ0 (4.3.3)

so that π0 is identically zero. This is inconsistent with the equal time rules
for canonical quantization,
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[aµ(x), πν(x′)]x0=x′0 = iδµ
νδ3(x− x′), (4.3.4)

which cannot be satisfied when π0 = 0. One way to preserve (4.3.4) is to
incorporate the Lorentz condition in the Lagrangian density using a Lagrange
multiplier, λ, for example

L = ε0

{
−1

4
(∂µaν − ∂νaµ)(∂µaν − ∂νaµ) +

1
2
λ(∂µa

µ)2
}
− 1
c
jµaµ. (4.3.5)

This modifies the Maxwell equations so that

�aµ + (λ− 1)∂µ(∂νa
ν) =

1
ε0c
jµ (4.3.6)

The canonical momenta are now

πµ = ε0
(
Fµ0 − λgµ0(∂νa

ν)
)

(4.3.7)

so that π0 no longer vanishes as long as λ �= 0.
When the current is conserved, the four-divergence of (4.3.6) reduces to

�χ = 0, χ = ∂νa
ν

whenever λ �= 0, so that χ can be thought of as a scalar field. Classically,
we could solve ths equation uniquely by imposing suitable initial conditions,
for example χ = 0, ∂0χ = 0 as x0 → −∞; regrettably, this would make
χ is identically zero. Fortunately, a consistent quantized Maxwell theory can
be constructed using a weaker subsidiary condition. Assume that the field
operators are Hermitean, with the equal time commutation rules

[∂0aµ(x), aν(x′)]x0=x′0 = −icgµνδ
3(x− x′)/ε0, (4.3.8)

equivalent to (4.3.4), together with

[aµ(x), aν(x′)]x0=x′0 = 0, [∂0aµ(x), ∂0aν(x′)]x0=x′0 = 0. (4.3.9)

Because g00 = −g11 = −g22 = −g33 = +1, the rule (4.3.8) for time-like
components has a different sign from that for space-like components.

Now set λ = 1 for simplicity, so that the free field form of (4.3.6) is just
the wave equation

�aµ(x) = 0.

As in the free particle case, it is convenient to expand the field operator
components in plane waves so that

aµ(x) =
√

c

2(2π)3ε0

∫
d3k

k0

×
3∑

λ=0

{
c(λ)(k) ε(λ)

µ (k) e−ik·x + c(λ)†(k) ε(λ)
µ (k) e+ik·x

}
, (4.3.10)
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where the four-vector kµ = (k0,k) defines the direction of travel of the plane
wave and, as the particles are massless, k0 = k0 = |k|. The four linearly
independent polarization vectors ε(λ)(k), here taken as real, are chosen so
that

ε(λ)
µ (k) · ε(λ′)µ(k) = gλλ′

(4.3.11)

where gλλ′
is the Minkowski metric tensor. We define

cµ(k) =
3∑

λ=0

ε(λ)
µ (k)c(λ)(k), c†µ(k) =

3∑
λ=0

ε(λ)
µ (k)c(λ)†(k). (4.3.12)

Then the commutation relations (4.3.8) and (4.3.9) are satisfied if[
cµ(k), c†ν(k′)

]
= −gµνk0δ

3(k − k′), k0 = |k|
[cµ(k), cν(k′)] =

[
c†µ(k), c†ν(k)′] = 0 (4.3.13)

from which we get

[aµ(x), aν(x′)] = −icgµνD(x− x′) (4.3.14)

where, as in Section 2.9.3, ε0D(x) is given by (2.9.13) with the mass m set
zero.

However, all is not yet quite secure. Suppose we define the vacuum state
| 0〉 by

cµ(k)| 0〉 = 0,

for all k and µ. Ignoring polarization for the moment, consider a one-particle
state

| 1〉 =
√

c

2(2π)3ε0

∫
d3k

k0
f(k)c†µ(k)| 0〉

Then a short calculation gives

〈1 | 1〉 = −gµνk0〈0 | 0〉
c

2(2π)3ε0

∫
d3k

k0
|f(k)|2.

Although space-like components µ = 1, 2, 3 make positive contributions to
〈1 | 1〉, the time-like component µ = 0 has a negative contribution. Thus 〈1 | 1〉
is not positive definite for all non-trivial vectors | 1〉 and so the span of all such
vectors is not, as it stands, a Hilbert space.

Until 1950, the only way to avoid this inconsistency was to abandon mani-
fest Lorentz covariance and to eliminate the scalar and longitudinal modes
with the aid of the (noncovariant) Coulomb gauge condition, div A = 0
(2.6.26). The Hamiltonian density H = T 00 follows from (2.7.9) and (2.7.12)

H = T 00 =
1
2
ε0(E⊥ ·E⊥ + c2B ·B) +

1
2
ρφ− j⊥.A (4.3.15)
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where j⊥ = j− ε0 grad ∂φ/∂t satisfies the transversality condition div j⊥ = 0
and E⊥ = −∂A/∂t and B both have zero divergence. Then Gupta [9] found
a manifestly covariant way to quantize the free Maxwell equations that treats
all four components of aµ on the same footing and Bleuler [10] extended his
argument to include the coupling to the electron field. This Lorentz covariant
and gauge invariant formalism gives physical results which are identical to
those derived from the Hamiltonian density (4.3.15) by restricting the class
of admissable vectors | 1〉 to a proper Hilbert space.

We need only a brief sketch of the Gupta-Bleuler construction. Were the
Lorentz condition to hold only in the mean, we should expect that the relevant
Hilbert space would contain only states |ψ〉 for which

〈ψ | ∂µa
µ |ψ〉 = 0;

However this is still too restrictive and it is sufficient to require only that
the positive frequency part of (4.3.10) annihilates any state in the one-photon
space H1:

∂µa
(+)µ |ψ〉 = 0, |ψ〉 ∈ H1. (4.3.16)

From (4.3.10),

∂µa
(+)µ(x) = −i

√
c

2(2π)3ε0

∫
d3k

k0

3∑
λ=0

kµcµ(k) e−ik·x,

so that (4.3.16) simplifies to

kµcµ(k) |ψ〉 = 0. (4.3.17)

To make things specific, we now take ε0 = n, where n is a unit vector along
the time axis, ε3 = k/k0 along the direction of propagation, and ε1, ε2 perpen-
dicular to ε3 so as to satisfy the orthogonality conditions (4.3.11). A general
n-photon state can be constructed as a linear superposition of n-fold products
of states in H1, in particular those of the form

|ψ〉 = |ψtr〉 × |φ〉 (4.3.18)

where |ψtr〉 involves only products of photon operators polarized in the trans-
verse directions 1 and 2, and |φ〉 involves only the 0 (scalar) and 3 (longitu-
dinal) polarizations. Because (4.3.17) automatically annihilates states of the
form |ψtr〉, we need only consider its effect on the |φ〉 states. With our choice
of coordinate directions, (4.3.17) reduces still further to

[c0(k)− c3(k)]|φ〉 = 0. (4.3.19)

The number operator for scalar and longitudinal photons is

N ′ =
∫
d3k

k0

[
c3

†(k)c3(k)− c0†(k)c0(k)
]
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which will have eigenstates |φ(n)〉 with eigenvalue n, so that in general |φ〉
will be a linear superposition of states satisfying (4.3.19):

|φ〉 =
∑

n

dn|φ(n)〉, |φ(0)〉 = | 0〉.

This entails
n 〈φ(n) |φ(n)〉 = δn0

so that all such states with n �= 0 have zero norm. Only the term with n = 0
contributes so that ‖φ‖2 = |d0|2 ≥ 0. With this constraint, the elements of
H1 form a proper Hilbert space.

Whilst a lot of arbitrariness about the states |φ〉 remains, it does not
affect the expectation values of observables. Thus the Hamiltonian for the
free Maxwell field is

H = −
∫
d3k

k0
c†µ(k)cµ(k)

�k0
c

=
∫
d3k

k0

{
3∑

i=1

ci†(k)ci(k)− c0†(k)c0(k)

}
�k0, (4.3.20)

so that, taking account of (4.3.19), its expectation value for the state |ψ〉 is

〈ψ |H |ψ〉
〈ψ |ψ〉 =

〈
ψtr

∣∣∣ ∫ d3k/k0 ∑i=1,2 c
i†(k)ci(k) �k0

∣∣∣ψtr

〉
〈ψtr |ψtr〉

. (4.3.21)

We get the same result for all states of the form (4.3.18) whatever the choice of
|φ〉, so that the vacuum state, |φ〉 = | 0〉, can be selected as the representative
of the equivalence class satisfying (4.3.19). The same sort of calculation gives
the total 4-momentum associated with the field as

〈ψ |P |ψ〉
〈ψ |ψ〉 =

〈
ψtr

∣∣∣ ∫ d3k/k0 ∑i=1,2 c
i†(k)ci(k) �k

∣∣∣ψtr

〉
〈ψtr |ψtr〉

.

The Gupta-Bleuler indefinite metric formalism plays little part in the
rest of ths book. However, the full Hilbert space is needed for sums over
a complete set of intermediate states, and then states with more than one
scalar/longitudinal photon must be present to preserve locality properties.

4.4 Interaction of photons and electrons

4.4.1 The equations of motion

Most applications of QED in atomic and molecular physics assume interaction
of the quantized electron-positron field with the quantized photon field in the



4.4 Interaction of photons and electrons 201

presence of classical electromagnetic fields due to the charged nuclei. Thus,
high precision tests of QED probe mainly the electromagnetic interactions of
atomic electrons with the internal structure of heavy element nuclei [11, 12].
For simplicity, we shall adopt the Born-Oppenheimer approximation, which
fixes nuclear positions and neglects contributions due to nuclear recoil. These
simplifications can be relaxed when necessary.

The Lagrangian density for the coupled fields is

L(x) = L(λ)
em(x) + LD(x) + Lint(x) (4.4.1)

where
L(λ)

em(x) = −1
4
ε0 FµνF

µν +
1
2
ε0λχ

2, χ(x) = ∂µa
µ(x)

is the Maxwell field Lagrangian with some gauge parameter λ as in (4.3.5),

LD(x) :=
1
2
ψ (iγµ∂µ − eγµ(anuc)µ − c)ψ

+
1
2
(
−i∂µψγ

µ − eψ(anuc)µγ
µ − cψ

)
ψ

is the Lagrangian for the electron-positron field moving in the classical elec-
tromagnetic 4-potential (anuc)µ(x) due to the nuclei (2.5.12), coupled to the
photon field through

Lint(x) = −1
c
jµ(x)aµ(x).

The field equations deduced from this Lagrangian are

(iγµ∂µ − eγµ(anuc)µ − c)ψ = ecγµaµ(x)ψ(x),
−i∂µψγ

µ − eψ(anuc)µγ
µ − cψ = ecψ(x)γµaµ(x), (4.4.2)

∂µF
µν(x) = jν(x)/ε0c.

The 4-current density of electrons and positrons in the quantized theory is
given by

jµ(x) = −1
2
ec
[
ψ(x) γµ, ψ(x)

]
, (4.4.3)

which is formally the same as (4.2.30), though here the operators ψ and ψ are
determined in the presence of the external field.

Equations (4.4.2) describe the evolution of the operators ψ, ψ and aµ(x)
in the Heisenberg picture, the state vector |Ψ〉 being kept fixed. We can write
down equal time commutation rules{

ψ(x), ψ(x′)
}

x0=x′
0

= γ0 δ
(3)(x− x′)

{ψ(x), ψ(x′)}x0=x′
0

=
{
ψ(x), ψ(x′)

}
x0=x′

0
= 0

(4.4.4)
[aµ(x), ∂0aν(x′)]x0=x′

0
= −icgµνδ

(3)(x− x′)/ε0

[ψ(x), aµ(x)]x0=x′
0

=
[
ψ(x), aµ(x)

]
x0=x′

0
= 0.
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Commutation rules for the operators at different times require solution of
the coupled equations of motion, and are therefore impossible to write down
simply. However, the current is conserved,

∂µ j
µ(x) = 0,

and so the total charge operator

Q = −1
c

∫
σ

dσµ(x) jµ(x) (4.4.5)

taken over a space-like surface σ is independent of σ and is constant. It follows
that [

Q,ψ(x)
]

= +eψ(x),
[
Q,ψ(x)

]
= −eψ(x), (4.4.6)

so that the Heisenberg operator ψ(x) destroys an amount of charge −e or
creates an amount of charge +e. Similarly, ψ(x) destroys an amount of charge
+e or creates an amount of charge −e.

4.4.2 The Furry picture

The complete Hamiltonian for the system corresponding to the Lagrangian
density (4.4.1) is

H = Hem +HD +Hint. (4.4.7)

After dropping the interaction with the charge-current terms, the Hamiltonian
for the Maxwell field (4.3.15) in Coulomb gauge can be written

Hem =
∫
d3x

1
2
ε0(E⊥ ·E⊥ + c2B ·B), (4.4.8)

or, if quantized according to the Gupta-Bleuler scheme,

Hem =
∫
d3k

k0

∑
i=1,2

ci†(k)ci(k) �k0 (4.4.9)

where only transverse modes appear.
So far we have assumed that the electrons interact only with bare nuclei,

represented by the term −e (anuc)µ(x)γµ. Whilst this is a valid starting point
for atomic and molecular calculations, it is usually better to add an interac-
tion, U(x), which represents the mean field screening of the nuclear charges by
the ambient electrons. This may be a (Dirac-)Hartree-Fock potential, or else
a simpler parametrized local model potential [13]. The Furry picture states
will be determined from a normal ordered quantized Hamiltonian with a local
potential, V (x),

HD =
∫

: ψ†(x)
{
cα.p + V (x) + β c2)

}
ψ(x) : d3x; (4.4.10)



4.4 Interaction of photons and electrons 203

If the nucleus is treated as a point charge, then

V (x) = − Z

|x| + U(x).

When the field operators are expanded in terms of the eigenstates of the
unquantized Hamiltonian (4.2.1) using (4.2.5) and (4.2.7),

HD =
(+)∑
r

a†
rar Er −

(+)∑
s

b†sbsEs. (4.4.11)

The Hamiltonian operator (4.4.7) can be partitioned as

H = H0 +H1, (4.4.12)

where
H0 = Hem +HD,

describes the uncoupled fields (including the mean field potential) and,
(2.9.29), the perturbation

H1 =
∫ {

1
c

: jµ(x) : aµ(x)− U(x) : ψ†(x)ψ(x) :
}
d3x

contains a balancing counter-term U(x).

4.4.3 The interaction picture

In the Heisenberg picture, the states are fixed but the operators evolve in
time, whilst in the Schrödinger picture, the unperturbed states, Ψ(t), evolve
according to the equation

i
∂Ψ(t)
∂t

= H0 Ψ(t), (4.4.13)

where, of course, H0 is independent of time. The connection between the two
pictures is provided by the formal canonical transformation

Ψ(t) = e−iH0t Φ (4.4.14)

where Φ is the state vector in the Heisenberg picture. Let O be some operator
in the Schrödinger picture. Matrix elements must have the same value in both
pictures for physical consistency, so that

〈Ψa(t)|O |Ψb(t)〉 = 〈Φa|O(t) |Φb〉, (4.4.15)

and the Heisenberg operator O and the Schrödinger operator O(t) must be
related by
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e+iH0tO e−iH0t = O(t). (4.4.16)

Differentiating (4.4.16) with respect to t gives the Heisenberg equation of
motion

i
∂O(t)
∂t

= [O(t), H0]. (4.4.17)

The stationary states Φa of H0 will satisfy

H0 Φa = Ea Φa,

and it follows from (4.4.15) that

〈Φa|O(t) |Φb〉 = eiEa−Eb)t〈Φa|O |Φb〉. (4.4.18)

In the presence of the interactionH1, the system evolves in the Schrödinger
picture so that

i∂t Ψ(t) = (H0 +H1)Ψ(t). (4.4.19)

Define the Dirac (or interaction) picture vector ΨD(t) by

ΨD(t) = eiH0tΨ(t), (4.4.20)

with equation of motion

i∂t ΨD(t) = V (t)ΨD(t), V (t) = eiH0tH1 e−iH0t. (4.4.21)

In the absence of interaction, V (t) = 0, the state ΨD(t) is independent of time
and coincides with the state vector of the Heisenberg picture. The label D
can now be dropped provided we stay in the interaction picture.

Equation (4.4.21) is the usual starting point for solving the interacting
field problem. Define U(t, t0) to be the time-development operator connecting
the interaction picture vectors at times t and t0,

Ψ(t) = U(t, t0)Ψ(t0), (4.4.22)

so that U(t, t0) satisfies the differential equation

i∂t U(t, t0) = V (t)U(t, t0), (4.4.23)

with initial condition U(t0, t0) = 1. State normalization is preserved if

U(t2, t1)U(t1, t0) = U(t2, t0), U(t, t0) = U−1(t0, t) = U†(t0, t) (4.4.24)

Equation (4.4.23), with initial condition U(t0, t0) = 1, is equivalent to the
Volterra integral equation

U(t, t0) = 1− i
∫ t

t0

V (t′)U(t′, t0) dt′ (4.4.25)
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which, for continuous V (t′), can be solved iteratively using the sequence [14,
p. 250]

U (0)(t, t0) = 1, U (n+1)(t, t0) = 1− i
∫ t

t0

V (t′)U (n)(t′, t0) dt′,

for n = 0, 1, 2, . . . This generates the Neumann-Liouville series solution

U(t, t0) =1− i
∫ t

t0

dt1 V (t1)

+ (−i)2
∫ t

t0

dt1

∫ t1

t0

V (t1)V (t2)

+ (−i)3
∫ t

t0

dt1

∫ t1

t0

dt2

∫ t2

t0

dt3 V (t1)V (t2)V (t3)

+ . . . (4.4.26)

Consider the n-th term of (4.4.26). Because t1 ≥ t2 ≥ . . . ≥ tn, the product
of interactions is in time-ordered form, so that we may as well write this as

(−i)n

∫ t

t0

dt1

∫ t1

t0

dt2 . . .

∫ tn−1

t0

dtn T (V (t1)V (t2) . . . V (tn))

This expression is symmetric with respect to the interchange of the arguments
t1, . . . , tn because each V (t) contains an even number of fermion operators
and a photon operator, so that we can now average over the n! different
permutations of t1, . . . , tn giving

U(t, t0) = 1 +
∞∑

n=1

U (n)(t, t1) (4.4.27)

= 1 +
∞∑

n=1

(−i)n

n!

∫ t

t0

dt1

∫ t

t0

dt2 . . .

∫ t

t0

dtn T (V (t1)V (t2) . . . V (tn))

The symbol

T exp
{
−i
∫ t

t0

dt1V (t1)
}

is often used for the infinite sum on the right-hand side of (4.4.27). With this
notation, and with V (t) defined in terms of the Furry picture Hamiltonian
(4.4.12), we find that the system evolves according to

U(t, t0) = T exp
{
− i
c

∫ t

t0

dt1

∫
d3x1 : ψ̃(x1)(−ec)γµψ(x1) : Aµ(x1)

}
,

(4.4.28)
where

Aµ(x) = aµ(x)−Ae
µ(x),

in which Ae
µ(x) is a classical four potential equivalent to the counter term

U(x) of (4.4.12).
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4.5 Wick’s theorems

Wick’s theorems [15, 16, 17] give a systematic way of reducing the collection
of operator products which occur in (4.4.27). The first theorem expresses a
product of field operators as a sum of normal-ordered products, the second
expresses a product of field operators as a sum of time-ordered products.

In this section we denote any quantum field at the space-time point x
by φ(x), be it scalar, spinor or vector in character. We have seen that we
can always decompose a field in the manner of (4.2.5) and (4.3.10) into two
parts, one with positive frequency time-dependence, the other with negative
frequency time-dependence, so that

φ(x) = φ(+)(x) + φ(−)(x) (4.5.1)

The positive frequency parts are associated with annihilation operators and
the negative frequency parts with creation operators. We can treat both com-
muting and anticommuting fields together by writing

[a, b]η = ab+ ηba,

where η = +1 for the Bose case and η = −1 for the Fermi case. This is, of
course. a c-number. We next note that

φ(x)φ†(y) = N
(
φ(x)φ†(y)

)
+
[
φ(+)(x), φ(−)†(y)

]
η

(4.5.2)

where N(φψ) denotes the normal product of φ and ψ. We now define the
contraction of two fields as their corresponding vacuum expectation value:

φ(x)φ†︸ ︷︷ ︸(y) = 〈0 |φ(x)φ†(y)| 0〉 (4.5.3)

By definition, a normal product has a null vacuum expectation value, so that

φ(x)φ†(y) = N
(
φ(x)φ†(y)

)
+φ(x)φ†︸ ︷︷ ︸(y) (4.5.4)

Now consider a more general product of field operators φj := φj(xj). We
define

N

(
φ1 · · ·φj · · ·φk︸ ︷︷ ︸ · · ·φn

)
(4.5.5)

:= (−1)p φjφk︸ ︷︷ ︸ N (φ1φ2 · · ·φj−1φj+1 · · ·φk−1φk+1 · · ·φn)

where p denotes the number of interchanges of Fermi operators needed to
rearrange the ordered set to bring the contracted pair φj and φk to the extreme
left. Movement of boson operators does not affect the value of p. Although this
notation permits us to state Wick’s theorem concisely, it is formally somewhat
inconsistent as the vacuum expectation of a normal product is zero, so that
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contractions inside the normal product are not formally permitted. However
if we accept (4.5.5) as a definition of the left-hand side, we can write

φ1 · · ·φn = N (φ1 · · ·φn)

+ N

(
φ1φ2︸ ︷︷ ︸ · · ·φn

)
+N

(
φ1 φ2 φ3︸ ︷︷ ︸ · · ·φn

)
+ . . .

+ N

(
φ1φ2︸ ︷︷ ︸ φ3φ4︸ ︷︷ ︸ · · ·φn

)
+ . . .

+ . . . (4.5.6)

The number of non-zero terms depends on which pairs of operators have non-
zero contractions. The maximum number of terms will appear if there are
no zero contractions; then the first line of (4.5.6) has a single uncontracted
term; the second has

(
n
2

)
single contractions as defined by (4.5.4); the third

has 1
2

(
n
2

)(
n−2

2

)
double contractions, and so on. The straightforward proof of

(4.5.6) is inductive, and can be found in many of the standard textbooks such
as [2] as well as in the original papers.

The second theorem is used for reducing time-ordered products such as
appear in (4.4.27). We recall first that

T
(
φ(x)φ†(y)

)
=

{
φ(x)φ†(y) x0 > y0

ηφ†(y)φ(x) x0 < y0

where again η = +1 for Bose fields and η = −1 for Fermi fields. Using (4.5.3),

T
(
φ(x)φ†(y)

)
=

⎧⎨⎩
N
(
φ(x)φ†(y)

)
+φ(x)φ†︸ ︷︷ ︸(y) x0 > y0

ηN
(
φ†(y)φ(x)

)
+ η φ†(y)φ︸ ︷︷ ︸(x) x0 < y0

(4.5.7)

Now because ηN
(
φ†(y)φ(x)

)
= N

(
φ(x)φ†(y)

)
the normal products are un-

changed, and we can define a time-ordered contraction such that

︷ ︸︸ ︷
φ(x)φ†(y) =

⎧⎨⎩
φ(x)φ†︸ ︷︷ ︸(y) x0 > y0

η φ†(y)φ︸ ︷︷ ︸(x) x0 < y0
(4.5.8)

so that (4.5.7) reduces to

T
(
φ(x)φ†(y)

)
= N

(
φ(x)φ†(y)

)
+
︷ ︸︸ ︷
φ(x)φ†(y) (4.5.9)

which allows us to express the time-ordered contraction as a vacuum expec-
tation value ︷ ︸︸ ︷

φ(x)φ†(y) = 〈0 |T
(
φ(x)φ†(y)

)
| 0〉. (4.5.10)
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Thus for time-ordered products, we replace (4.5.6) by

T (φ1 · · ·φn) = N (φ1 · · ·φn)

+ N

(︷︸︸ ︷
φ1φ2 · · ·φn

)
+N

(︷ ︸︸ ︷
φ1 φ2 φ3 · · ·φn

)
+ . . .

+ N

(︷︸︸ ︷
φ1φ2

︷ ︸︸ ︷
φ3φ4 · · ·φn

)
+ . . .

+ . . . (4.5.11)

4.6 Propagators

Time-ordered contractions can be regarded as propagators, proportional to
the causal Green’s functions defined in Chapter 2, which allow us to relate
the fields at different space-time points.

4.6.1 Photon propagators

The Maxwell field variables in Feynman gauge, (4.3.10), are

aµ(x) = a(+)
µ (x) + a(−)

µ (x) (4.6.1)

where

a(+)
µ (x) =

√
1

2(2π)3ε0

∫
d3k

k0
cµ(k) e−ik·x,

a(−)
µ (x) =

√
1

2(2π)3ε0

∫
d3k

k0
cµ

†(k) e+ik·x

are the positive and negative frequency parts. The contraction of a pair of
these field components gives

〈0|T (aµ(x)aν(y)) | 0〉 (4.6.2)

= 〈0| a(+)
µ (x) a(−)

ν (y)θ(x0 − y0) + a(+)
ν (y) a(−)

µ (x)θ(y0 − x0) | 0〉

Using (4.6.1) and the commutation relations (4.3.13) reduces this expression
to

− gµν

(2π)3ε0

∫
d3k

2k0

{
e−ik·(x−y)θ(x0 − y0) + e−ik·(y−x)θ(y0 − x0)

}
The dependence on the relative time τ = x0 − y0 can be written

e−ik0τθ(τ) =
1

2πi

∫ +∞

−∞

e−izτ dz

k0 − z − iε
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where ε > 0. By first relabelling so that k0 = |k| and then identifying z with
the time-like integration variable k0, we get

igµν

∫
d4k

(2π)4ε0
e−ik.(x−y)

2|k|

{
1

|k| − k0 − iε
+

1
|k|+ k0 − iε

}
,

so that, compare (2.9.32), we have

〈0|T (aµ(x)aν(y)) | 0〉 = − igµν

ε0

∫
d4k

(2π)4
e−ik.(x−y)

k2 + iε

= iDF
µν(x− y). (4.6.3)

Similar expression can be found for other gauges. For example, if we start
from the Lagrangian (4.3.5) and the corresponding modified Maxwell equation
(4.3.6), we find [2, equation (3-131)]

〈0|T (aµ(x)aν(y)) | 0〉 (4.6.4)

= −i
∫

d4k

(2π)4ε0
e−ik.(x−y)

{
gµν

k2 + iε
+

1− λ
λ

kµkν

(k2 + iε)2

}
which recovers the Feynman gauge propagator (4.6.3) when λ = 1 and the
Landau gauge propagator when λ → ∞. The corresponding result for the
Coulomb gauge is given by (2.9.35) in momentum space or by (2.9.36) and
(2.9.40) in coordinate space:

〈0|T (aµ(x)aν(y)) | 0〉 = iDC
µν(x− y). (4.6.5)

where, setting R = |R |, R = x− y, ∂i = ∂/∂Ri, i = 1, 2, 3,

DC
00(x− y) =

δ(x0 − y0)
4πε0R

,

DC
0i(x− y) = DC

i0(x− y) = 0,

DC
ij(x− y) = −

∫
dz

2π
e−iz(x0−y0)

{
δij

ei|z|R

4πε0R
+ ∂i∂j

ei|z|R − 1
4πε0R |z|2

}
.

It can be shown, using (4.6.4), that integrals like∫
〈0|T (aµ(x)aν(y)) | 0〉 jν(y)d4y

are independent of the value of λ when jν(y) is a smooth conserved current,
so that the corresponding physical results are also gauge independent.

4.6.2 Electron-positron propagators

The contraction of two free electron field operators can be written in terms
of the Green’s function of (2.9.42)
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〈0|T (ψα(x)ψβ(y)) | 0〉 = −1
2
SFαβ(x− y), (4.6.6)

where the spinor indices label rows and columns of the propagator. The order
of the factors is significant; it is easy to see that

〈0|T (ψβ(y)ψα(x)) | 0〉 = +
1
2
SFαβ(x− y), (4.6.7)

so that it is important to respect the order of the contracted operators in the
case of electron field operators. In the Furry picture, the result, (3.6.1), is

SF (x, y) =
i

π

∫
CF

dz G(x,y; z) γ0 e−iz(x−y)0/c.

with

G(x,y; z) =
∑

Er>0

φr(x)φ†
r(y)

z − Er + iε
+
∑

Es<0

φs(x)φ†
s(y)

z − Es − iε
, (4.6.8)

where the sign of ε ensures that positive energy states propagate forwards in
time and the negative energy states backwards in time.

4.6.3 Feynman diagrams

The Hamiltonian density for interaction of the quantized Maxwell and electron-
positron fields in the Furry picture is given by (4.4.11)

H1(x0) =
∫ {

1
c

: jµ(x) : aµ(x)− U(x) : ψ†(x)ψ(x) :
}
d3x (4.6.9)

where jµ(x) = −ecψ(x)γµψ(x) is the electron current operator and aµ(x) the
Maxwell field operator. The field operators can be decomposed into positive
and negative frequency components,(4.2.5) and (4.2.7) (or for free electrons
(4.2.11) and (4.2.12)), for which

ψ(+)(x) destroys an electron at x; ψ(−)(x) creates a positron at x
ψ

(+)
(x) creates an electron at x; ψ

(−)
(x) destroys a positron at x.

Feynman [18] represented operators by directed lines in a space-time diagram.
In Fig. 4.1, time increases up the page: the operators ψ are represented by
lines (up or down) directed away from the space-time point x and ψ operators
by lines directed towards x. Positive frequency lines are below (earlier than)
x and negative frequency lines above (later than) x.
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Fig. 4.1. Feynman representation of field operators.

We start with the case of an electron interacting with a classical static
charge density:

jν(x) = cρ(x).δν0.

According to (2.9.29) this generates a four-potential

Ae
µ(x) =

1
c

∫
Dµν(x− x′)jν(x′)d4x′.

The configuration space propagator in Coulomb gauge is given by (2.9.36)
and (2.9.40), so that the potential

Ae
µ(x) =

δµ0

4πε0

∫
ρ(x′)
|x− x′|d

3x′. (4.6.10)

is purely electrostatic. For the specific case of a point nucleus of charge +Ze,
for which ρ(x) = Zeδ(x), we recover the familiar result

Ae
µ(x) =

δµ0Ze

4πε0|x|
.

We can therefore write the contribution to the interaction Hamiltonian as∫
: ψ†(x)V (x)ψ(x) : d3x. (4.6.11)

where the potential energy is

V (x) = − Ze
2

4πε0
1
|x| = − Z

|x| a.u.

The four normal ordered terms give diagrams that are shown in Fig. 4.2. Each
diagram describes an interaction a space-time point x, represented by a vertex
with two electron lines, one entering and one leaving, together with the local
potential V (x), represented by a horizontal dashed line terminating in a cross.
From Fig. 4.1, we see that the four diagrams can be interpreted respectively as
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Fig. 4.2. First order processes in an external field: (a) represents electron scattering
by the potential V (x), (b) scattering of a positron; (c) represents pair destruction
and (d) pair creation.

a scattering of an electron by the potential, scattering of a positron, creation
of an electron-positron pair, and destruction of a pair at the point x. All these
processes have a null expectation for the vacuum state because of the normal
ordering. For a single particle state, we can suppose, for example, that the
initial state is that of an electron in state α and the final state is also that of
an electron in a state β, so that

|Φα〉 = a†
α |Φ0〉, 〈Φβ | = 〈Φ0 | aβ .

Only one term of (4.6.11), namely∫
φ†

β(x)V (x)φα(x)d3x (4.6.12)

survives, giving the expected result for scattering of an electron by the poten-
tial V (x) from the state α to the state β.

4.6.4 Second order interaction: U (2)(t, t0)

Next consider the second-order QED contribution U (2)(t, t0) to (4.4.26),

− e2

2!�2c2

∫∫
T
(
: ψ(x)γµψ(x) : Ae

µ(x) : ψ(y)γνψ(y) : Ae
ν(y)

)
d4xd4y.

(4.6.13)
where we have retained the four-potential to ease the transition to the quan-
tized field case. Wick’s theorem (4.5.11) gives

T
(
N(ψ(x) γµAe

µ(x)ψ(x))N(ψ(y) γνAe
ν(y)ψ(y))

)
= N

(
ψ(x) γµAe

µ(x)ψ(x)ψ(y) γνAe
ν(y)ψ(y)

)
− 1

2
N
(
ψ(x) γµAe

µ(x)SF (x, y) γνAe
ν(y)ψ(y)

)
− 1

2
N
(
ψ(y) γµAe

µ(y)SF (y, x) γνAe
ν(x)ψ(x)

)
− 1

4
γµAe

µ(x)SF (x, y)) γνAe
ν(y)SF (y, x) (4.6.14)
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We ignore the first term for the present. The next two terms generate the
diagrams of Fig. 4.3 representing processes involving two interactions with
the external field whose overall effect is simply electron scattering, positron
scattering, pair destruction, and pair creation as in Fig. 4.2. The only new fea-
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Fig. 4.3. Second order processes in an external field.

ture of these diagrams is the internal line connecting x and y, which indicates
propagation of the electron/positron field amplitude represented in (4.6.13)
by the propagator − 1

2SF (x, y). Clearly permuting the labels x and y does not
alter the value of the corresponding integral, and we can add the two inte-
grals to cancel the pre-factor 2! in (4.6.13); the same thing happens in higher
order diagrams. The last term of (4.6.13) has no free lines and represents a
vacuum process: the corresponding diagram, Fig. 4.4, describes the creation
of an electron-positron pair at y and its destruction at x leaving the vacuum
as it was. Such diagrams are found to have an infinite negative imaginary
part, independent of the field. It can be shown that they do not contribute
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Fig. 4.4. Second order vacuum process in an external field.

to amplitudes for observable processes so that they can be dropped from the
calculation.

The one-to-one correspondence of the terms of (4.6.14) with the Feynman
diagrams of Figs. 4.3 and 4.4 illustrates an important general result. In this
approach, graphs such as which are similar except for the labelling of vertices
can be treated as distinct. One unlabelled diagram is equivalent to a class of
labelled diagrams, as we saw in the case of the two middle terms of (4.6.14). We
can therefore start with the Feynman diagrams and write down the matrix
elements without performing the detailed manipulation required by Wick’s
theorems. However, the diagram approach requires more care to ensure that
each term is prefixed by the correct sign.

Electronic structure calculations also require the calculation of matrix el-
ements involving virtual photons of the quantized radiation field. Figure 4.5
shows the two disconnected diagrams corresponding to the first term of the
Wick decomposition (4.6.13),

N
(
ψ(x) γµaµ(x)ψ(x)ψ(y) γνaν(y)ψ(y)

)
,

in which a photon is either emitted or absorbed at each vertex. These processes
only give nonvanishing amplitudes for bound electrons, as it is not possible
to satisfy all the conditions for momentum conservation at each vertex for a
free particle.

The remaining diagrams of this order, Fig. 4.6, have internal photon lines.
Diagrams 4.6(a) to 4.6(d) represent particle-particle scattering with a photon
being emitted at one vertex and absorbed at the other:

N
(
ψ(x) γµψ(x)Dµν(x− y)ψ(y) γνψ(y)

)
,

together with a similar term with x and y interchanged. Figure 4.6(d) rep-
resents annihilation of an electron-positron pair with emission of a virtual
photon, followed by the creation of a pair of particles at a later time.
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Figure 4.6(e) shows processes in which a pair of electron operators is con-
tracted, corresponding to the kernel

N
(
ψ(x) γµaµ(x)SF (x, y) γνaν(y)ψ(y)

)
.

Here two of the diagrams represent Compton scattering of a photon from
an electron or positron, whilst the others involve destruction of an electron-
positron pair with two-photon emission. There is a corresponding diagram for
the inverse process. Figures 4.6(f) and 4.6(g) describe respectively the lowest
order contribution to the electron self-energy and the lowest order vacuum
polarization. Their kernels

N
(
ψ(x) γµSF (x, y) γν ψ(y)

)
Dµν(x− y)

and
N (aµ(x)aν(y)) .γµSF (x, y) γν SF (y, x)

are examples of loop diagrams, both of which give an infinite result; a process
of renormalization is needed to extract finite physical results. Finally, Figure
4.6(h), in which there are no free lines,

γµSF (x, y) γν SF (y, x)Dµν(x− y)

gives the second order amplitude for the vacuum to remain a vacuum. We
shall examine such terms further in Section 4.7.

4.6.5 Feynman rules

By writing down the Feynman diagrams with n vertices, we can obtain all
contributions to the n-th order U -matrix directly. We drop all vacuum bubbles
and retain only topologically distinct diagrams, that is to say diagrams in
which the vertices are not labelled and which cannot be deformed into one
another without breakage. The expansion (4.4.28) (in covariant notation) is a
sum of terms

lim
t ′→−∞,t→+∞

U (n)(t, t′) =
(
−i
c

)n ∫
d4x1 . . .

∫
d4xn

× T
(
: ψ(x1)(−eγµ1)ψ(x1) : . . . : ψ(xn)(−eγµn)ψ(xn) :

)
× aµ1(x1) . . . aµn(xn). (4.6.15)

The expression for each Feynman diagram can be written down according to
the following rules:

(a) A pre-factor (−i/c)n from the perturbation series.
(b) A factor −e(γµ)αβ from each bilinear expression∑

αβ : ψα(xi)(−eγµi)αβψβ(xi) :.
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(c) A factor iDFµν(x−y) for each internal photon line connecting the vertices
x and y, where µ labels the Dirac matrix associated with x and ν that
associated with y, arising from 〈0|T (aµ(x)aν(y)) | 0〉.

(d) A factor − 1
2SFαβ(x, y) for each internal electron/positron line directed

from y to x, arising from 〈0|T (ψα(x)ψβ(y) | 0〉.
(e) A creation/destruction operator ψ(±)(x) or ψ

(±)
(x) or a(±)

µ (x) for each
external line entering/leaving x.

(f) A factor -1 for each internal fermion loop such as the vacuum polarization
bubble, Figure 4.6(h).

(g) Integrate over all variables x1, . . . , xn.

It is important to assemble each incoming fermion spinor, vertex operator,
propagator and outgoing fermion spinor along the fermion line, following the
arrows, in order to get a well-formed matrix element.

4.7 The S-matrix

The states of the interaction picture evolve in time according to (4.4.22) and
remain constant when V (t) vanishes. Suppose that the interaction is switched
on at t = −T/2 and switched off again at t = +T/2. Initially, we suppose the
system is in a (Heisenberg) state Φα,

Ψ(t) = Φα, t < −T/2.

The system evolves according to (4.4.22) from t = −T/2 to t = +T/2 into a
linear superposition of (Heisenberg) states Φβ and subsequently

Ψ(t) = Ψ(T/2), t > +T/2.

We define the S-matrix by writing

U(T/2,−T/2)|Φα) = N(T )
∑

β

Sβα(T/2,−T/2)|Φβ) (4.7.1)

where N(T ) is a normalizing constant. If the states Φα and Φβ are orthonor-
mal, we see that

Sβα(T/2,−T/2) = (Φβ |U(T/2,−T/2)|Φα)/N(T ).

We define the elements of the S-matrix for the transition from Φα to Φβ by

Sβα = lim
T→∞

Sβα(T/2,−T/2) (4.7.2)

whenever the limit exists.
In QED the vacuum state, Φ0, is one for which there are no free electrons

or positrons and no photons, and we shall choose
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N(∞) = lim
T→∞

N(T ) = (Φ0 |U(∞,−∞)|Φ0).

We can assume that Φ0 is unique so that (Φα |U(∞,−∞)|Φ0) = 0 when α �= 0
in order that the vacuum be stable. It then follows that

1 = (Φ0 |Φ0)
= (Φ0 |U†(∞,−∞)U(∞,−∞) |Φ0)

=
∑
α

(Φ0 |U†(∞,−∞) |Φα)(Φα |U(∞,−∞) |Φ0)

= (Φ0 |U†(∞,−∞) |Φ0)(Φ0 |U(∞,−∞) |Φ0)
= |(Φ0 |U(∞,−∞) |Φ0)|2,

so that there is some real c-number, say C, not necessarily finite, such that

(Φ0 |U(∞,−∞) |Φ0) = eiC

This normalization ensures that Sβα is independent of overall c-number
phases. From (4.4.27) we see that adding a c-number C to V (t) means that

U(t, t0) → eiC(t−t0)U(t, t0)

so that U(t, t0) is multiplied by an infinite phase eiCT as T = t − t0 → ∞.
The same phase factor appears in both numerator and denominator, so that
limT→∞ Sβα(T/2,−T/2) is well-defined. This argument permits us to drop
vacuum-vacuum diagrams such as Figure 4.6(h) from the calculation.

4.8 Bound states

4.8.1 A perturbation expansion

We can circumvent much of the delicate analysis of convergence of QED per-
turbation series by adopting the adiabatic switching approach. We replace the
perturbation V (t) (we use Hartree units) by the expression [19]

Vε(t) = V (t)e−ε|t|, ε > 0,

and take the limit ε → 0 after performing the integrations. We denote the
n-th term of the resulting perturbation series (4.6.15) by U (n)

ε (t, t0) whose
contribution is

〈Φf |S(n)
ε |Φi〉 = lim

T ′→∞
lim

T→−∞

(−i)n

n!

∫ T ′

T

dt1

∫ T ′

T

dt2 . . .

∫ T ′

T

dtn

× 〈Φf |T (Vε(t1)Vε(t2) . . . Vε(tn))|Φi〉.
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This is easy to evaluate if Vε(t) is an unquantized perturbation in a nonrela-
tivistic framework. From (4.4.18) we have

〈Φb|Vε(t) |Φa〉 = ei(Eb−Ea)t−ε|t|〈Φb|H1 |Φa〉.

so that
〈b |S(1)

ε |a〉 = −2πiδ(Eb − Ea)〈b |H1 | a〉 (4.8.1)

and

〈b |S(2)
ε | a〉 = (−i)2

∫ ∞

−∞
dt1

∫ t1

−∞
dt2 〈b |Vε(t1)Vε(t2) | a〉

= (−i)2
∑

k

∫ ∞

−∞
dt1

∫ t1

−∞
dt2

× ei(Eb−Ek)t1−ε|t1|ei(Ek−Ea)t2−ε|t2|〈b |H1 | k〉〈k|H1 |a〉

= −2πiδ(Eb − Ea)
∑

k

〈b |H1 | k〉〈k |H1 | a〉
Ea − Ek + iε

(4.8.2)

which is what would have been obtained by simple quantum mechanical per-
turbation theory. More generally, one finds for n ≥ 2

〈b |S(n)
ε | a〉

= −2πiδ(Eb − Ea)

×
∑

k1,...,kn−1

〈b |H1 | k1〉〈k1 |H1 | k2〉 . . . 〈kn−1 |H1 | a〉
(Ea − Ek1 + iε)(Ea − Ek2 + iε) . . . (Ea − Ekn−1 + iε)

4.8.2 Gell-Mann, Low, Sucher energy shift

Atomic and molecular structure calculations start from a zero-order scheme in
which the independent electrons are described by the Furry picture. The state
is modified by coupling to the quantized photon field, and the resulting energy
shift may be calculated using the adiabatic S-matrix formalism [19, 20]. It is
convenient to introduce a coupling parameter λ so that

Hε(λ) = H0 + λVε(t), H(λ) = H0 + λV (t), (4.8.3)

making the n-th term of the perturbation series proportional to λn. Suppose
that the eigenstates and eigenvalues of Hε(λ) are continuous with respect to
ε in a neighbourhood of ε = 0 and of λ in a neighbourhood of λ = 0 and
that the nondegenerate eigenstate |Φ0〉 of H0 with energy E0 evolves into the
eigenstate |Φε(λ) 〉 of H(λ) with energy E(λ) at t = 0. Clearly

lim
λ→0

E(λ) = E0, lim
λ→0

|Φε(λ) 〉 = |Φ0〉.

independent of ε. Gell-Mann and Low [19] and Sucher [20] give the energy
shift for a non-degenerate state in the point spectrum as
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∆E(λ) = E(λ)− E0 = lim
ε→0

1
2
iελ

∂

∂λ
ln 〈Φ0|Sε(λ) |Φ0〉, (4.8.4)

where
Sε(λ) = Uε(∞,−∞).

To derive (4.8.4), we start with the unnormalized state

|Φ′
ε(λ)〉 = Uε(0,−∞) |Φ0〉 (4.8.5)

where the adiabatic U matrix satisfies

i
∂

∂t
Uε(t, t0) = λVε(t)Uε(t, t0), Uε(t0, t0) = I.

Next we note that

(H0 − E0) |Φ′
ε(λ)〉 = [H0, Uε(0,−∞)] |Φ0〉. (4.8.6)

From (4.4.27), we can express the commutator in the form

[H0, Uε(0,−∞)] =∑
n

(−iλ)n

n!

[
H0,

∫ 0

−∞
dt1 . . .

∫ 0

−∞
dtneε(t1+...+tn)T (V (t1) . . . V (tn))

]
,

and, because H0 generates time displacements in the interaction picture,

[H0, F (t)] = −i∂F (t)/∂t,

we see that

[H0, Uε(0,−∞)] = −i
∑

n

(−iλ)n

n![
H0,

∫ 0

−∞
dt1 . . .

∫ 0

−∞
dtn eε(t1+...+tn)

∑
k

∂

∂tk
T (V (t1) . . . V (tn))

]
.

The symmetry of the integrand allows us to replace
∑

k ∂/∂tk by n∂/∂t1, and
using

∂

∂t1

{
eε(t1+...+tn)T (V (t1) . . . V (tn))

}
= eε(t1+...+tn)

{
εT (V (t1) . . . V (tn)) +

∂

∂t1
T (V (t1) . . . V (tn))

}
gives eventually

[H0, Uε(0,−∞)] =
[
−λV (0) + iελ

∂

∂λ

]
Uε(0,−∞), (4.8.7)
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and inserting this in (4.8.6) gives(
H(λ)− E0 − iελ

∂

∂λ

)
Uε(0,−∞) |Φ0〉 = 0. (4.8.8)

Now define

|Φε(λ)〉 =
|Φ′

ε(λ)〉
〈Φ0|Φ′

ε(λ)〉
=

Uε(0,−∞) |Φ0〉
〈Φ0|Uε(0,−∞) |Φ0〉

.

Equation (4.8.8) gives(
H(λ)− E0 − iελ

∂

∂λ

)
|Φε(λ)〉 = iε

(
λ
∂

∂λ
ln〈Φ0|Uδ(0,−∞) |Φ0〉

)
|Φδ(λ)〉,

provided the limit
|Φ(λ)〉 := lim

ε→0
|Φε(λ)〉

exists and then, provided λ∂(|Φε(λ)〉)/∂λ is bounded as ε→ 0,

(H(λ)− E0)|Φ(λ)〉 = ∆E(λ)|Φ(λ)〉,

where

∆E(λ) = lim
ε→0

iε

(
λ
∂

∂λ
ln〈Φ0|Uε(0,−∞) |Φ0〉

)
. (4.8.9)

Thus |Φ(λ)〉 is an eigenfunction of H(λ) with shifted energy E0 +∆E(λ).
The same calculation with the operator Uε(0,+∞) gives

|Φε(λ)〉 =
Uε(0,+∞) |Φ0〉

〈Φ0|Uε(0,+∞) |Φ0〉
, (4.8.10)

provided we are dealing with a discrete state. In the continuous spectrum,
Uε(0,±∞) |Φ0〉 give the in- and out-states, respectively Φ±, which satisfy dif-
ferent boundary conditions and are quite distinct eigensolutions of the Hamil-
tonian H(λ).

The symmetrical form (4.8.4) is more convenient for practical calculation
because only straightforward Feynman diagram techniques are needed. Equa-
tions (4.8.8) and (4.8.9) give

∆Eε(λ) = lim
ε→0

iελ
〈Φε(λ)|∂Uε(0,−∞)/∂λ|Φ0〉
〈Φε(λ)|Uε(0,−∞)|Φ0〉

= lim
ε→0

iελ
〈Φ0|U−1

ε (0,+∞)∂Uε(0,+∞)/∂λ|Φ0〉
〈Φ0| − U−1

ε (0,+∞)Uε(0,−∞)|Φ0〉

= lim
ε→0

iελ
〈Φ0|Uε(+∞, 0)∂Uε(0,−∞)/∂λ|Φ0〉

〈Φ0|Uε(∞, 0)Uε(0,−∞)|Φ0〉

Combining this with the similar expression [20]
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∆Eε(λ) = lim
ε→0

iελ
〈Φ0|∂Uε(+∞, 0)/∂λUε(0,−∞)|Φ0〉

〈Φ0|Uε(∞, 0)Uε(0,−∞)|Φ0〉
.

gives (4.8.4). The normalization of the Gell-Mann, Low, Sucher formula (4.8.4)
is similar to that of the S-matrix as defined in Section 4.7 so that vacuum
diagrams make no contribution to the energy shift and it is only necessary to
evaluate connected Feynman diagrams. Inserting

Sε(λ) = 1 +
∞∑

n=1

λnS(n)
ε (1)

in (4.8.4), we see that as λ→ 1, the energy shift becomes

∆E = lim
ε→0

1
2
iε

〈Φ0|
∑∞

n=1 nS
(n)
ε |Φ0〉

〈Φ0| 1 +
∑∞

n=1 S
(n)
ε |Φ0〉

, (4.8.11)

where S(n)
ε = limλ→1 S

(n)
ε (λ). Thus the leading contributions to the pertur-

bation series are

∆E = lim
ε→0

1
2
iε

〈
Φ0

∣∣∣∣S(1)
ε + 2S(2)

ε −
(
S(1)

ε

)2
(4.8.12)

+ 3S(3)
ε − 3S(1)

ε S(2)
ε +

(
S(1)

ε

)3

+ 4S(4)
ε − 4S(1)

ε S(3)
ε − 2

(
S(2)

ε

)2

+ 4
(
S(1)

ε

)2
S(2)

ε −
(
S(1)

ε

)4
. . .

∣∣∣∣ Φ0

〉
(4.8.13)

to which only connected diagrams contribute.

4.9 Effective interactions

Effective interactions between electrons and positrons appear in second order
of QED perturbation theory from diagrams such as Figure 4.6 (a)–(d) in
which a virtual photon transfers energy from the particle passing through the
space-time point x to a second particle passing through another point y. The
treatment of this section is similar to that of Lindgren [21].

4.9.1 One-photon exchange: Feynman gauge

We start with electron-electron scattering; the corresponding calculations for
electron-positron scattering or positron-positron scattering are very similar.
We first express the electron field operators, (4.2.5) and (4.2.6), as a sum
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ψ(x) =
(+)∑
r

arψr(x) +
(−)∑
s

b†sψs(x),

Substituting
ψr(x) = φr(x)e−iErt,

where Er is the relativistic energy, we can write

ψ(x) =
(+)∑
r

ar(t)φr(x) +
(−)∑
s

b†s(t)φs(x) (4.9.1)

where ar(t) = ar exp(−iErt). The lowest order diagrams contributing to scat-
tering of one particle by another are Figures 4.6(a)–(d); Feynman’s rules give

S(2) =
(
− ie
c

)2 ∫
d4x2

∫
d4x1 e−ε|t1|−ε|t2|

× iDF
µν(x1 − x2)T

(
: ψ(x1)γµψ(x1) :: ψ(x2)γνψ(x2) :

)
, (4.9.2)

where we have adopted the Feynman gauge for the photon propagator and
ε > 0 is a small adiabatic parameter. From (4.9.1), the electron part of the
current at the vertex x1 is∑

pq

aq(t1)†ap(t1)φq(x1)φp(x1),

and we write down a similar expression at the vertex x2. The Feynman gauge
photon propagator (2.9.39) can be written

iDF
µν(x1 − x2) = igµν

∫
dz

2π
e−iz(t1−t2)+i|z|R/c

4πε0R
, (4.9.3)

where R = |x1 − x2|. We can perform the time integrations using∫ ∞

−∞
dt1 ei(Eq−Ep−z)t1−ε|t1| = 2π∆ε(Eq − Ep), (4.9.4)

and ∫ ∞

−∞
dt2 ei(Es−Er+z)t2−ε|t2| = 2π∆ε(z + Es − Er), (4.9.5)

where
lim
ε→0

∆ε(x) = lim
ε→0

1
π

ε

x2 + ε2
= δ(x). (4.9.6)

defines the Dirac delta distribution. Because
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−∞
dz ∆ε(z − Eq + Ep)∆ε(z + Es − Er)

= ∆2ε(Eq + Es − Ep − Er) (4.9.7)

the sum of the incoming energies Ep +Er and the outgoing energies Eq +Es

are equal, and we can set z = ω = Eq − Ep = Er − Es as ε→ 0, so that

S(2)F = −2πi
∑

p,q,r,s

(a†
qap)(a†

sar)∆2ε(Eq + Es − Ep − Er)

×
∫
d3x2

∫
d3x1 φ

†
q(x1)γ0γµφp(x1) gµν

eiωR/c

R
φ†

s(x2)γ0γνφr(x2),

which can be put in the form

S(2)F = −2πi
∑

p,q,r,s

(a†
qap)(a†

sar)

×∆2ε(Eq + Es − Ep − Er)(qp |kM (R;ω)| sr), (4.9.8)

where

(qp | kM (R;ω)| sr) =
∫
d3x2

∫
d3x1 jqp(x1)

µ eiωR/c

c2R
jsr(x2)µ. (4.9.9)

This definition of the matrix element emphasizes its interpretation as the in-
teraction between two transition charge-current densities. However, tradition
dictates a different expression,

〈qs | gM (R;ω) | pr〉 ≡ (qp |k(R;ω)| sr) (4.9.10)

=
∫
d3x2

∫
d3x1 φ

†
q(x1)φ†

s(x2) gM (R;ω)φp(x1)φr(x2),

where

gM (R;ω) = (1−α1 ·α2)
eiωR/c

R
(4.9.11)

is usually known as the Møller interaction [22]. Here the matrix element has
been written to look like a nonrelativistic interaction of uncoupled initial and
final product wavefunctions, with

(γ0γµ)1(γ0γµ)2 = (1−α1 ·α2)

where the subscripts 1 and 2 label the two vertices of the Feynman diagram
at which the Dirac matrices act. It is unfortunate that this notation obscures
the physical meaning of the effective interaction.

The Møller interaction is usually regarded as an effective potential function
in accordance with (4.9.10), although the dependence of gM (R;ω) on ω makes
it inconsistent with the usual interpretation of the word “potential”. The



4.9 Effective interactions 225

derivation enforces overall energy conservation; this is what we should expect
for two particles in isolation, but we shall encounter cases where this restriction
is lifted in higher orders of perturbation theory. So for the present, we have
only succeeded in defining the Møller interaction “on the energy shell”: Eq +
Es = Ep + Er.

The energies involved in light elements are such that ωR � 1 over most
of the region of interest. It is therefore often acceptable to set the exponential
in (4.9.11) to unity so that

lim
ω→0

gM (R;ω) = (1−α1 ·α2)
1
R

(4.9.12)

so that (4.9.9) becomes a 1/R interaction between two charge current densi-
ties,

(qp |k(R; 0)| sr) =
∫
d3x2

∫
d3x1 jqp(x1)

µ 1
c2R

jsr(x2)µ (4.9.13)

=
∫
d3x2

∫
d3x1

1
R

{
ρqp(x1) ρsr(x2)−

1
c2

Jqp(x1) · Jsr(x2)
}
.

The first term is the nonrelativistic Coulomb interaction, the second is an
interaction between currents (in R3) which, can be rewritten as the matrix
element, (4.9.10), of the interaction proposed by Gaunt [23]:

gG(R) = −α1 ·α2

R

4.9.2 One-photon exchange: Coulomb gauge

In Coulomb gauge, we have to replace the Feynman gauge propagator (4.9.3)
with the expressions of (4.6.5). The part due to the Coulomb interaction alone
can therefore be written in the familiar form

S(2)C = −2πi
∑

p,q,r,s

(a†
qap)(a†

sar)

×∆2ε(Eq + Es − Ep − Er)(qp |1/R| sr) (4.9.14)

where

(qp |1/R| sr) =
∫
d3x2

∫
d3x1 ρqp(x1)

1
R
ρsr(x2). (4.9.15)

A corresponding calculation of the transverse photon interaction part gives

S(2)T = −2πi
∑

p,q,r,s

(a†
qap)(a†

sar)

×∆2ε(Eq + Es − Ep − Er) (qp |kT (R;ω)| sr) (4.9.16)
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where

(qp |kT (R;ω)| sr)

=
∫
d3x2

∫
d3x1

(
Jqp(x1) · Jsr(x2)

eiωR/c

R

+ (Jqp(x1) · ∇R)(Jsr(x2) · ∇R)
eiωR/c − 1
ω2R

)
, (4.9.17)

with ω = |Eq − Ep| = |Er − Es| as in (4.9.8).
The Breit interaction, which, when expanded in powers of 1/c2 gives the

Breit-Pauli Hamiltonian [24, Sect. 39] used frequently to approximate rel-
ativistic effects in atomic and molecular physics, is obtained from (4.9.17),
retaining only terms independent of ω,

(qp |kB(R)| sr) = −
∫
d3x1

∫
d3x2

×
(

1
2R

)(
Jqp(x1) · Jsr(x2) + (Jqp(x1) · R̂)(Jsr(x2) · R̂)

)
, (4.9.18)

where R̂ = R/R, so that the kernel has an error O(ωR/c). As in the previous
section, we can express these results in terms of an effective potential g(R;ω),
such that

S(2)
qs,pr = −2πi∆2ε(Eq + Es − Ep − Er)〈qs | g(R;ω) | p r〉, (4.9.19)

where

〈qs | g(R;ω) | p r〉 =
∫
d3x2

∫
d3x1 φ

†
q(x1)φ†

s(x2) g12(R;ω) φp(x1)φr(x2),

so that
g(R;ω) = 1/R+ gT (R;ω), (4.9.20)

where the transverse photon interaction kernel is

gT (R;ω) = −α1 ·α2
eiωR/c

R
− (α1 ·∇R)(α2 ·∇R)

eiωR/c,−1
ω2R/c2

. (4.9.21)

In the long wavelength limit, ω → 0, this reduces to the Breit interaction
kernel corresponding to (4.9.18),

gB(R) = lim
ω→0

gT (R;ω) = − 1
2R

(
α1 ·α2 + (α1 · R̂)(α2 · R̂)

)
. (4.9.22)
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4.9.3 ∗ Off-shell potentials: heuristic argument

The effective potentials have been derived “on the energy shell”, which forces
ωsr = −ωqp = ω, where ωsr = (Es −Er)/c and ωqp = (Eq −Ep)/c. What are
we to do when we encounter situations off the energy shell when ωsr �= −ωqp?
A simple heuristic argument gives part of the answer. After dropping time-
dependent factors, we can write (4.9.2) in terms of the interaction matrix
element

〈qs | g(R) | p r〉 =
1
c

∫
d3x

∫
d3yjµqp(x)Dµν(x− y) jνsr(y),

where Dµν(x − y) is the photon propagator in some unspecified gauge. The
4-potential generated by the charge-current density amplitude jνsr(y) at the
space-time vertex x is

Aµ(x;ωsr) =
1
c

∫
d3y Dµν(x− y) jνsr(y),

where the frequency ωsr = (Es −Er)/c is fixed by energy conservation at the
vertex y. We can therefore interpret the interaction matrix element in terms
of this 4-potential:

〈qs | g(R;ωsr) | p r〉 =
∫
d3x jµqp(x)Aµ(x;ωsr).

If we interchange the roles of the two vertices, we get an alternative expression

〈qs | g(R;ωqp) | p r〉 =
∫
d3y jνsr(y)Aν(y;ωqp),

which suggests that the effective interaction off the energy shell should be
defined by

1
2
〈qs | g(R;ωsr) + g(R;ωqp) | p r〉 (4.9.23)

Whilst this does not give the complete story, it throws some light on the more
complex argument that follows in §4.10.

4.9.4 One-photon exchange: the first order energy shift

The one-photon exchange interaction contributes a single term to the Gell-
Mann, Low, Sucher energy shift in the form (4.8.12), namely

∆E = lim
ε→0

iε S(2)
ε ,

where, from (4.9.8) or (4.9.14),

S(2)
ε = −2πi

∑
p,q,r,s

(a†
qap)(a†

sar)∆2ε(Eq + Es − Ep − Er) (qp | k(R;ω) | sr).
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Consider a two-electron state

|Φ〉 =
1√
2!
a†

aa
†
b |Φ0〉,

where Φ0 is the electron vacuum, and write

∆E(Φ) = lim
ε→0

〈Φ | iεS(2)
ε |Φ〉. (4.9.24)

Because the initial and final states are the same, the matrix elements must be
evaluated on the energy shell so that, by (4.9.6), limε→0 ε∆ε(0) = 1/π, and
we obtain the overlap charge-current form

∆E(Φ) = (aa | k(R;ω) | bb)− (ba | k(R;ω) | ab).

as in (4.9.9). Alternatively, using the traditional expression (4.9.10), we get

∆E(Φ) = 〈ab | g(R;ω) | ab〉 − 〈ba | g(R;ω) | ab〉.

4.10 ∗ Off-shell potentials

The S-matrix approach of the last section is limited to processes that are
diagonal in the interaction from which we can calculate energy shifts and
transition rates for energy-conserving processes. A similar procedure that al-
lows us to calculate matrix elements off the energy shell can be applied to the
evolution operator U(t,−∞), where we can set t = 0 without loss of gener-
ality. We rework the calculations of the last section replacing the Feynman
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Fig. 4.7.

diagram of Figure 4.6(a) with Figure 4.7, which contains additional (double)
lines representing electrons propagating in the external field from x1 to x3
and from x2 to x4, with x0

2 = x0
4 = 0. The amplitude for this process is given

by
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U (2)
ε (0,−∞) =

(
− ie
c

)2 ∫
d4x4

∫
d4x3

∫
d4x2

∫
d4x1 e−ε|t1|−ε|t2|

×δ(x0
4)ψ

†(x4)
(
−1

2
SF (x4, x2)

)
δ(x0

3)ψ
†(x3)

(
−1

2
SF (x3, x1)

)
×iDF

µν(x1 − x2)× T
(
: ψ̃(x1)γµψ(x1) :: ψ̃(x2)γνψ(x2) :

)
. (4.10.1)

For simplicity, we shall start with the Feynman gauge photon propagator
(4.6.3), and express the electron propagator in a spectral expansion as in
(4.6.8),

−1
2
SF (x, y) =

1
2πi

∫ ∞

−∞
dz G(x,y; z) γ0 e−iz(x−y)0/c, (4.10.2)

with

G(x,y; z) =
∑ φr(x)φ†

r(y)
z − Er + iηrε

,

where ηr is +1 for electron states and -1 for positron (negative energy) states.
It is also convenient to write cr = ar when ηr = +1 and cr = b†r when ηr = −1.
After a trivial integration over x0

4, the orthonormality of the eigenfunctions
in (4.10.2) gives∫

d3x4 ψ
†(x4)

(
−1

2
SF (x4, x2)

)
=

1
2πi

∫ ∞

−∞
dz2

eiz2t2

Es − z2 − iηsε
ψ†

s(x2).

with a similar expression for the integration over x3. Thus (4.10.1) becomes

U (2)F
ε (0,−∞) = 2πi

∑
p,q,r,s

: c†qcp :: c†scr : (4.10.3)

×
∫ ∞

−∞

dz1
2πi

∫ ∞

−∞

dz2
Es − z2 − iηsε

∫ ∞

−∞

dz3
Eq − z3 − iηqε

× ∆ε(z2 − Er − z1)∆ε(z3 − Ep + z1) (qp | kM (R; |z1|) | sr)

where the two ∆ε distributions come from the integrals over t1 and t2 and we
have taken e2/4πε0 = 1. Before performing the integrations over z2 and z3,
we rewrite the product of the z-dependent denominators in the form

1
Es − z2 − iηsε

1
Eq − z3 − iηqε

(4.10.4)

=
[

1
Es − z4 − iηsε

+
1

Eq − z3 − iηqε

]
1

Eq + Es − z2 − z3 − i(ηs + ηq)ε

and exploit the well-known relation that, as ε→ 0,

1
E − z ∓ iε = P

(
1

E − z

)
± iπδ(E − z),
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where P (. . .) denotes a Cauchy principal value. Equation (4.10.4) thus breaks
up into a sum of terms

(iπ)2 (ηsδ(Es − z2) + ηqδ(Eq − z3)) (ηs + ηq)δ(Eq + Es − z2 − z3)

+ iπ (ηsδ(Es − z2) + ηqδ(Eq − z3)) P
(

1
Eq + Es − z2 − z3

)
+ iπ

[
P

(
1

Es − z2

)
+ P

(
1

Eq − z3

)]
(ηs + ηq)δ(Eq + Es − z2 − z3)

+
[
P

(
1

Es − z2

)
+ P

(
1

Eq − z3

)]
P

(
1

Eq + Es − z2 − z3

)
.

The calculation is now straightforward but tedious. The first line gives zero if
the outgoing particle states are different, ηs + ηq = 0; when the outgoing par-
ticles are both electrons or both positrons we recover the on-shell amplitude

−2πi
∑
pqrs

: c†qcp :: c†scr : ∆2δ(ωqp + ωsr) (qp | kM (R; |ωqp|) | sr). (4.10.5)

The ∆ factor enforces energy conservation, ωqp + ωsr = 0. The second line
gives, as suggested by the heuristic argument,

−2πi
∑
pqrs

: c†qcp :: c†scr :
(qp | kM (R; |ωpq|) | sr) + (qp | kM (R; |ωrs|) | sr)

2(Es + Eq − Er − Ep)

(4.10.6)
when the outgoing particles are both electrons, ηq = ηs = 1. The third line
gives two terms that cancel, and the fourth line gives two principal value
contributions∑

pqrs

: c†qcp :: c†scr :
∫ ∞

−∞
dz

(
P

z − ωsr
− P

z + ωqp

)
(qp | kM (R; | z|) | sr)
Es + Eq − Er − Ep

(4.10.7)
which are not given by the heuristic argument. It can be transformed into a
form that is more amenable to computation by first expressing each part of
(4.10.7) as an integral on the positive real line:∫ ∞

−∞
ei|z|R/c P

z − ω dz =
∫ ∞

0
eizR/c

[
P

z − ω −
P

z + ω

]
dz.

Now consider the contour integral

I =
∫

C

eizR/c P

z −Ω dz

where C consists of the real axis 0 < z < a, the quarter circle z = aeiφ, 0 <
φ < π/2, and the imaginary axis from z = iy, a > y > 0. If Ω > 0, it is
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necessary to indent the contour to pass round the pole z = Ω, which, in the
limit a→∞, gives

I →
∫ ∞

0
e−yR/c i dy

iy −Ω + iπθ(Ω)eiΩR/c,

where θ(Ω) = +1 if Ω > 0, θ(Ω) = 0 otherwise. Collecting terms, we find
that (4.10.7) is equal to

−2πi
∑
pqrs

: c†qcp :: c†scr :
1

Es + Eq − Er − Ep
(4.10.8)

×
[
− 1
π

∫ ∞

0
dy

(
ωrs

y2 + ω2
rs

+
ωpq

y2 + ω2
pq

)
(qp | kM (R; iy) | sr)

+iπθ(ωrs)(qp | kM (R;ωrs) | sr) + iπθ(ωpq)(qp | kM (R;ωpq) | sr)
]

where
kM (R;ω) = eiωR/c/c2R, kM (R; iy) = e−yR/c/c2R.

The integral in the square brackets is real. However, the last two terms, which
appear only if Er > Es or Ep > Eq, are complex. So if p and r label ground
state orbitals, these terms are absent. When they label excited orbitals, there
may be decay channels and the imaginary part is related to the decay rate of
the excited state. These can also be expressed [21] in terms of the sine and
cosine integrals Si(x) and Ci(x) using [25, 3.354 (1)].

For electron-electron or positron-positron interactions, we can take the
low frequency limit in which the kernels all reduce to kM (R; 0) = 1/R, corre-
sponding to the effective potential (4.9.12) and can be taken outside the sum
of (4.10.5),(4.10.6), and (4.10.8). The result is that

U (2)F
ε (0,−∞) → −2πi

∑
p,q,r,s

: c†qcp :: c†scr : (qp | kM (R; 0) | sr)

×{∆2ε(Eqs,pr) (4.10.9)

+
ηq + ηs − sgn (ωrs)− sgn (ωpq) + iπ[θ(ωrs) + θ(ωpq)]

2Eqs,pr

}
,

where Eqs,pr = ωqp + ωsr. This is not applicable to electron-positron interac-
tions, where the photon energies are at least of order 2mc2.

In the Coulomb gauge, the results are more complicated. We replace
kM (R; | z|) by 1/R + kT (R; | z|). The Coulomb part is trivial. From (4.9.17)
the transverse kernel has two parts

k(1)(R; | z|) =
ei| z|R/c

R
, k

(2)
ij (R; | z|) = ∂i∂j

ei| z|R/c − 1
| z|2R , i, j = 1, 2, 3,

where i, j denote indices of Cartesian components and z is real. Clearly the
scalar part, k(1)(R; | z|), gives the same singular and principal value terms as
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the Feynman kernel; the tensor part, k(2)(R; | z|), as it stands, has a singularity
at z = 0. We can exhibit this as a removable singularity by evaluating the
partial derivatives with respect to the Cartesian components of R, giving

k
(2)
ij (R; | z|) =

(
δij −

3XiXj

R2

)
f(| z|)
R3 − XiXj

R2 k(1)(R; | z|),

where

f(| z|) =
1− ei| z|R/c(1− i| z|R/c)

z2
= −R

2

2c2
+O(| z|), | z| → 0.

The principal value integral over z analogous to (4.10.7) can now be handled
in much the same way as before, so that in Coulomb gauge we can replace
kM (R;ω) in (4.10.5), (4.10.6), and (4.10.8) with kT (R;ω). In the same way,
in the low frequency limit, we can replace (qp | kM (R; 0) | sr) in (4.10.9) with
the Breit potential (qp | kB(R) | sr) of (4.9.22).

4.11 Many-body perturbation theory

The effective interactions introduced in the last section enable us to set up a
consistent scheme for studying the properties of many-electron systems mod-
elled on nonrelativistic many-body perturbation theory. This is a widely used
approach that is capable of giving results of high accuracy when relativistic
effects are not relevant, mainly for light atoms and molecules. It is therefore
not surprising that a similar theory based on the effective potentials of the
last section, relativistic many-body perturbation theory (or RMBPT), is also
very effective when relativistic effects cannot be ignored. We shall later discuss
small effects, conveniently described as radiative corrections, whose diagrams
are omitted in RMBPT.

MBPT was first introduced and applied in the theory of nuclear structure,
which has some formal similarities with atomic and molecular structure. There
is one important difference: nucleons experience a strong short range repulsive
force that cannot be treated successfully by ordinary perturbation theory. The
difficulty was overcome by Brueckner, who constructed an effective one-body
potential U based on the two-body interaction g whose residual corrections to
the nuclear energy were small, although the corrections to the wavefunction
were large [26, 27, 28]. Brueckner [29] used this formalism to study nuclear
matter, for which surface effects on the structure could be neglected. This
established that, for a fixed nucleon density, the energy was proportional to
the number of particles; the energy had a minimum at the nucleon density
observed in large nuclei. Brueckner found terms in the perturbation expansion
that were quadratic, rather than linear, in the nucleon number due to the
presence of what he called “reducible” or “unlinked clusters” that could be
expressed as products of energy contributions of lower order. These terms
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are clearly unphysical; Brueckner [30] showed that the perturbation theory
could be recast so that offending terms of the first few orders cancelled but
was unable to demonstrate this in full generality. Goldstone [31], who used a
field theoretic formalism similar to ours, was able to show that the unphysical
terms could always be represented in terms of “unlinked” Feynman diagrams
that had two or more disconnected pieces. We have already encountered this
situation in our discussion of the S-matrix, where such diagrams contribute
only to the phase of the wavefunction but not to the energy of the system.

4.11.1 Nonrelativistic many-body theory

For application to atomic structure, the starting point of the Goldstone pro-
cedure is an unquantized nonrelativistic Hamiltonian for N orbital electrons,

H =
N∑

i=1

hi +
∑
i<j

gij , (4.11.1)

where

h =
p2

2m
− Z(r)

r

is the Schrödinger Hamiltonian for a single electron subject to the Coulomb
attraction of a fixed nucleus and

gij =
1
Rij

, Rij = |Rij |, Rij = xi − xj .

describes the Coulomb repulsion of an electrons at position xi by an electron
at position xj . The potential term −Z(r)/r, r = |x|, allows mainly for the
nuclear charge distribution to have a finite “radius” R0, so that Z(r) → Z
when r > R0. We discuss commonly used nuclear models in the next chap-
ter. We shall introduce an effective potential u(r), and assume that we can
construct a complete orthogonal set of orbitals spanning the relevant Hilbert
space, {

p2

2m
− Z(r)

r
+ u(r)

}
φi(r) = εi φi(r), (4.11.2)

where i orders the states in terms of increasing energy eigenvalue εi.
Goldstone used the Fock space formalism of §4.1.3. We shall do the same,

although we shall here distinguish Fock space operators from their unquan-
tized counterparts with a hat accent. Spectral resolution of the field operators
ψ̂(x) and ψ̂†(x) allows us to write

F̂ =
∑
ij

ai
†aj 〈i | f | j〉 (4.11.3)

for the Fock-space operator of equation (4.1.34) corresponding to the unquan-
tized one-body operator f(r) and
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Ĝ =
1
2

∑
ijkl

ai
†aj

†alak 〈ij | g | kl〉 (4.11.4)

for the Fock space two-body operator of (4.1.35). The sums run over a com-
plete set of indices of the orbital eigenfunctions, which we assume to be nor-
malized as well as orthogonal. We now write

Ĥ = Ĥ0 + V̂ , (4.11.5)

where

Ĥ0 =
N∑

i=1

ai
†ai εi, V̂ = −Û + Ĝ, Û =

∑
ij

ai
†aj 〈i |u | j〉

and Ĝ is given by (4.11.4).
Goldstone’s analysis was similar to §4.8.1, the main difference being that

he calculated the perturbed wavefunction Ψ at time t = 0 starting with the
unperturbed nondegenerate wavefunction Φ0 at −∞, and used diagrams in
which the vertices were time-ordered; all time-orderings are implied in a single
Feynman diagram. He found, as in (4.8.8),

Ψε = lim
ε→0

Uε(0,−∞)Φ0

〈Φ0 |Uε(0,−∞) |Φ0〉

where Uε(0,−∞) is now often called the wave operator. After carrying out the
time integrations, this gave

Ψε = lim
ε→0

∑
L

1

E0 − Ĥ0 + niε
V̂ . . .

1

E0 − Ĥ0 + 2iε
V̂

1

E0 − Ĥ0 + iε
V̂ Φ0

where
∑

L indicates that only linked diagrams are included and a sum over n
from 1 to ∞ is to be understood. In the nonrelativistic case, where Φ0 is the
state of lowest energy E0, there can be no zero denominators when taking the
limit ε→ 0, so that this equation becomes formally

Ψ =
∑
L

(
1

E0 − Ĥ0
V̂

)n

Φ0. (4.11.6)

and the energy shift is

∆E = 〈Φ0 | V̂ |Ψ〉 = lim
ε→0

〈Φ0 | V̂ Ûε(0,−∞) |Φ0〉
〈Φ0 |Uε(0,−∞) |Φ0〉

(4.11.7)

=
∑
L

〈
Φ0

∣∣∣∣ V̂ ( 1

E0 − Ĥ0
V̂

)n ∣∣∣∣ Φ0

〉
.

In the simplest model of an atom, we assume that the zero order ground
state Φ0 is one in which each of the N non-degenerate orbitals of lowest
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energy given by (4.11.2) accomodate one electron, all higher orbitals being
unoccupied. We can think of this configuration as forming a core, and its
wavefunction will be a Slater determinant. We divide the spectrum of (4.11.2)
into two classes

• Occupied/core orbitals denoted by a, b, c, . . .
• Unoccupied/virtual orbitals denoted by r, s, t, . . .
• Unspecified orbitals which may belong to either of the above two classes

are denoted by i, j, k, . . .

From (4.1.27) or (4.1.33) we get

|Φ0〉 =
1√
N !

a†
a1
a†

a2
. . . a†

aN
| 0〉 (4.11.8)

so that the zero order energy is given by

E0 = 〈Φ0 | Ĥ0 |Φ0〉 =
N∑

p=1

εap (4.11.9)

and the first-order correction to the energy due to the perturbation V̂ is

E1 = 〈Φ0 | V̂ |Φ0〉 = 〈Φ0 | − Û + Ĝ |Φ0〉 (4.11.10)

where
〈Φ0 | Ĝ |Φ0〉 =

1
2

∑
ab

[〈ab | g | ab〉 − 〈ba | g | ab〉] .

The Hartree-Fock effective one-body potential, uHF , is defined for all orbitals
by

〈i |uHF | j〉 =
∑

b

[〈ib | g | jb〉 − 〈bi | g | jb〉] , (4.11.11)

where the sum over b runs over core orbital indices. It follows that to this
order of approximation, there is an effective one-body potential v such that

〈i | v | j〉 = 〈i | − u+ uHF | j〉. (4.11.12)

Thus, from (4.11.10),

E1 =
∑

a

〈a | v | a〉 = −
∑

a

〈a |u | a〉+
1
2

∑
a

〈a |uHF | a〉

If we now identify u(r) with the Hartree- Fock potential uHF , then

E1 = −1
2

∑
a

〈a |uHF | a〉 = −1
2

∑
ab

[〈ab | g | ab〉 − 〈ba | g | ab〉] . (4.11.13)

With u chosen in this way, then

εa = 〈a |h+ uHF | a〉,

so that the eigenvalue sum E0 (4.11.9) counts all pair repulsion terms twice;
the effect of E1, (4.11.13) is therefore to correct for this double counting.



236 4 Quantum electrodynamics

4.12 MBPT for atoms and molecules

The first person to apply Goldstone’s formalism to atomic physics was
Kelly [32, 33, 34, 35], who initially studied closed-shell atoms such as beryl-
lium as well as atoms with nondegenerate unperturbed reference states. Ex-
tensions of the theory to handle atomic open shells followed; Brandow [36, 37]
used the Brillouin-Wigner expansion, whilst Sandars [38] used the simpler
Rayleigh-Schrödinger scheme. Sandars also exploited the topological similar-
ity of Feynman diagrams to the angular momentum diagrams introduced by
Yutsis et al. [39] to find representations for various effective operators, a tech-
nique that was further developed in [40]. Atoms with several open shells re-
quired an extension of the formalism made independently by Lindgren [41]
and Kvasnic̆ka [42]. This extension is based on a generalized Bloch equation
for the wave operator Ω, which generates the perturbed wavefunction Ψ from
the unperturbed wavefunction Φ0 belonging to a multi-reference model space
in much the same way as the U -matrix of (4.8.5). Whilst this was a major ad-
vance, the perturbation series often converges quite slowly. So-called all-order
methods, in which certain classes of diagrams are generated iteratively, and
coupled cluster schemes have become popular in both atomic and molecular
physics as well as in quantum chemistry.

4.12.1 Particle-hole formalism

A prominent feature of the quantization of the electron-positron field in §4.2
was the division of the energy spectrum into two disjoint pieces: the electron
states of positive energy and the positron (or hole) states of negative energy.
With a few modifications, this particle-hole formalism proves to be just as
useful for nonrelativistic MBPT in the Furry picture. The Poincaré invari-
ant, sgn E, no longer has a meaning. Instead of the QED vacuum state Φ0,
which has no particles or anti-particles, it is more convenient to start from a
nearby reference state Φ representing a closed-shell, and then to generate an
N -particle state by creating particles and holes with respect to Φ. The zero-
order independent electron spectrum consists of the core states which are
occupied in Φ and particle states, which comprise the rest of the spectrum.2

The particles are associated with creation and destruction operators a†
i , aj

whilst the holes, or excitations out of the core, are associated with creation
and destruction operators b†a = aa and ba = a†

a. As in §4.10, it is convenient
to write ci = ai if i refers to a particle state and ci = a†

i if it refers to a hole
state. A string of creation and destruction operators is in normal order if all
particle-hole destruction operators ci stand to the right of the particle-hole
creation operators c†i . We shall use curly brackets, {. . .}, to denote normal
ordering of a string of particle-hole operators.

In this scheme, the operator V̂ of (4.11.5) can be decomposed into three
normally ordered parts
2 There are, of course, no negative energy states in the nonrelativistic theory.
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V̂ = V0 + {V̂1}+ {V̂2},

where
V0 = −

∑
a

〈a |u | a〉+
1
2

∑
ab

[〈ab | g | ab〉 − 〈ba | g | ab〉]

is a pure number (or zero-body operator),

{V̂1} =
∑
ij

{c†i cj}〈i | v | j〉

is a one-body operator, and

{V̂2} =
1
2

∑
ijkl

{c†i c
†
jclck}〈ij | g | kl〉

is a two-body operator. Here the indices i, j, k, l run over the complete spec-
trum, whereas a, b run over core states only. The advantage of this formalism
is that each term can be displayed in the manner of a Goldstone diagram [31]
similar to the Feynman diagrams already encountered, a considerable help in
taking MBPT to higher orders. Notice that {V̂1} vanishes when u is chosen
to be the Hartree-Fock potential uHF , which is one reason for the popularity
of the Hartree-Fock approximation as a good starting point for more pre-
cise calculations. With this formalism, Wick’s theorem and diagrammatic
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techniques can be used in much the same way as in QED perturbation the-
ory. However, the Hamiltonian is time-independent in nonrelativistic quantum
mechanics of atoms and molecules even when relativistic corrections are in-
cluded at the Breit-Pauli level. It is therefore possible to formulate MBPT
in a time-independent manner and it is customary to employ Goldstone dia-
grams, in which time is directed up the page as in Feynman diagrams, particle
lines are directed upwards and hole lines directed downwards. One- and two-
body interactions are instantaneous and appear as horizontal dashed lines
as in Figure 4.8. However, one Feynman diagram incorporates all possible
time-orderings, so the rules for expressing Goldstone diagrams in terms of
contributions to the scattering amplitude are a little different from those for
Feynman diagrams [43, Chapter 1].
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4.12.2 Computational methods

The early calculations by Kelly and others used atomic Hartree-Fock wave-
functions constructed using finite difference numerical methods. The orbitals
are of standard central-field form, in which

φ(x) = const.
P (r)
r

Ylm(θ, ϕ).

The integration over the angular variables in matrix element calculation can be
done analytically [40] but the integration over the radial coordinates must be
done numerically. Moreover, the spectral sums in perturbation formulas such
as (4.8.2) involve summing in general over a countable infinity of bound states
as well as an integration over positive energy continuum states. The technical
challenges presented by these numerical procedures limited the accuracy of
the final results.

Quantum chemists have taken a different route to numerical approxima-
tion. Although some attempts have been made at direct numerical solution
of the differential equations for diatomic molecules, the majority of molecular
calculations are based on expansion of the one-electron orbitals in terms of
sets of analytic functions, generally known as basis sets. This replaces the
infinite dimensional spectrum of the differential and integral operators of the
original formulation with finite dimensional matrix approximations. The hope
is that results good enough for practical purposes can be obtained with a rel-
atively small basis set, and that in any case the results will converge if the
basis set is enlarged sufficiently. The evaluation of perturbation expansions
becomes a matter of repeated matrix multiplication, so that the use of finite
dimensional approximations has become cheaper, easier and more attractive
with continual increases in computer speed and memory. Lindgren [43, Chap-
ter 1] and others therefore present the formalism of MBPT in terms of matrix
algebra and Wilson [44] surveys applications to quantum chemistry. Although
both books are now somewhat dated, they continue to give a good idea of the
successes and limitations of such calculations.

4.13 Relativistic approaches to atomic and molecular
structure

4.13.1 The no-virtual-pair approximation (NVPA)

The most direct way to introduce relativistic dynamics into approaches such
as MBPT is to replace the one-electron Schrödinger operator, h, of (4.11.1)
with the corresponding Dirac operator

hD = cα · p + βmc2 − Z(r)
r

(4.13.1)
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and the electron-electron Coulomb repulsion operator g with one of the ef-
fective interactions derived from QED in §4.9 and §4.10. However, this is not
quite straightforward, mainly because of the Dirac negative energy spectrum.
The majority of writers on RMBPT, for example Lindgren [43, Chapter 1]
and Johnson [43, Chapter 2], have chosen a different starting point, replacing
(4.11.1) by the so-called no-virtual-pair Hamiltonian (NVP),

H = Λ++

⎧⎨⎩
N∑

i=1

hDi +
∑
i<j

(
1
Rij

+ gB(Rij)
)⎫⎬⎭Λ++, (4.13.2)

where Λ++ is a formal projection operator on to the positive eigenstates of
hD. This restricts the sums over orbital indices to those that belong to the
positive energy states only. The operator gB(R) is the instantaneous Breit
operator defined in (4.9.22).

The decision to adopt of the no-virtual-pair approximation (NVPA) is of-
ten motivated by the natural desire to ignore the positron states that are
expected to contribute little to the physical processes of most interest in
atoms and molecules. In practical calculations with finite matrix schemes,
the positron states double (and, in some approaches, more than double) the
dimension of the basis. The cost of calculations is dominated by the construc-
tion of atomic and molecular two-electron interaction integrals: 〈pq | g | rs〉,
where p, q, r, s label basis functions. If there are M basis functions, then the
work involved scales roughly like M4, so that having to deal with the positron
states might increase the work load dramatically.

4.13.2 The NVPA as an antidote to “continuum dissolution”

The NVP Hamiltonian is also supposed to prevent the alleged destructive role
of “continuum dissolution”, first highlighted by Brown and Ravenhall [45].
Breit [46] originally wrote down the two-electron wave equation that bears
his name (

h
(1)
D + h(2)

D + e2/r12
)
U(r1, r2) = E U(r1, r2)

to study the fine structure levels of helium. He derived relativistic corrections
to the Schrödinger equation for helium as a series expansion in powers of α
that disagreed with the the experimental fine structure splitting. The culprit
appeared to be certain terms of order α2 arising from gB(R) that could be
associated with “free electron components of negative energy”, which had to
be omitted to resolve the disagreement. The critique of this work by Brown
and Ravenhall [45], supported by a detailed account of the problem in Bethe
and Salpeter [24] and later by Sucher [47]– [51] in a series of articles, has led
to the almost universal adoption of the NVPA Hamiltonian (4.13.2) as the un-
questioned starting point for many developments, in particular in relativistic
molecular structure calculations.
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Brown and Ravenhall’s paper was written when QED was still at a for-
mative stage and reflects a period in which opinion on several issues had still
to crystallize. Their principal criticism was that the time-dependent form of
the Breit equation,{

hD1 + hD2 +
1
R12

}
ψ(x1,x2) = i

∂ψ(x1,x2)
∂t

,

nowadays known as the Dirac-Coulomb (DC) model, was “meaningless” as a
wave equation for the two-electron system. Without the Coulomb interaction,
this equation has a stationary ground state that is a product of two 1s Dirac
Coulomb functions. When the Coulomb repulsion term is “turned on slowly”,
the wavefunction evolves into a general sum of products of Dirac Coulomb
functions some of which may be terms with one electron in the negative energy
continuum and the other in the positive energy continuum. Such an expression
would not be square integrable, from which Brown and Ravenhall inferred that
the relativistic DC equation can have no bound state solutions and that the
initial bound state must “dissolve” into the continuum. They concluded [45]
that one could only obtain meaningful results by treating the relativistic parts
using first order perturbation theory to calculate the energy shift from the
nonrelativistic equation and that the DC equation should not be used to
find the change in the wave function. This pessimistic conclusion denies any
possibility of constructing a rigorous relativistic theory of the many-electron
atom or molecule.

Sucher [47]– [51] put this argument even more vividly by claiming that the
Dirac-Coulomb Hamiltonian is “sick”. He suggested that Brown and Raven-
hall’s postulated mechanism of “continuum dissolution” (CD) was mathe-
matically analogous to the physical process of autoionization; consequently
the only way to obtain stable bound state solutions and to restore the un-
quantized DC equation to “health” is to use the NVP Hamiltonian (4.13.2).
The projection operators Λ++ are intended to restrict the domain and range
of the Hamiltonian to two-electron “states of positive energy”. The Achilles’
heel of this approach is that there is no way of constructing Λ++ without first
solving the whole problem. Whilst the free particle positive energy projectors
are given explicitly by (3.1.29), no such simple expression can be found in
the presence of interactions. It is generally accepted that Furry picture QED,
in which the Pauli exclusion principle is an integral part of the formalism, is
the appropriate way to describe a system of interacting particles in atoms,
molecules or solids; see, for example the formulation of Sapirstein [52, §IIIF].
The electron field operator in Furry QED is expanded in terms of a set of one-
electron spinors, say { |α(U)〉 }, generated by solving the Dirac equation for
some mean-field potential U . This is assumed to form a complete orthonormal
set in some underlying Hilbert space H. The basis vectors generated by one
such potential, U , will be related to those generated by another potential, U ′,
by a unitary transformation:
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|α(U)〉 =
∑
α′
|α′(U ′)〉. 〈α′(U ′) |α(U)〉

where, in general, the sum over states will run over the whole spectrum, in-
cluding both positive and negative energy solutions. Since we cannot solve
many-particle problems in an exact analytical form, we have to use an iter-
ative scheme in which the interaction between particles depends on the trial
solution at each step. Even if our initial trial solution includes only products
of positive energy spinors, the next iteration changes the effective potential
and introduces negative energy elements. One cannot define Λ++ a priori,
as the only way to construct it uses the unknown positive energy orbitals. If
these orbitals are constructable in some other way, then the projectors are not
needed. Conversely, there is no way to construct the orbitals if the projectors
are needed.

Rossky and Karplus [53] applied perturbation theory to a simple one-
electron model, in which the nuclear charge of a hydrogenic ion is perturbed,
Z → Z+ z. This problem has an analytic solution which serves to benchmark
the perturbation theory results. In the nonrelativistic case, the energy of the
perturbed Schrödinger ground state is

ε1s(Z + z) = −(Z + z)2/2 = −Z2/2− zZ − z2/2. (4.13.3)

A perturbation expansion of the energy in powers of z should give the exact
result to second order, but terms of higher order contain diagrams that should
sum to zero, order by order. Rossky and Karplus were able to demonstrate
this cancellation at order z3 and higher although their method for dealing
with integration over the continuous spectrum was rather inaccurate. Better
results can be obtained by using a finite matrix approximation [54] which
replaces the continuum integrations by finite sums over (pseudo)-states.

When this method is applied to the relativistic hydrogenic problem, the
results are even more instructive. One difference from the nonrelativistic prob-
lem is that the power series expansion of the analytic expression, (3.3.7), for
the perturbed ground state eigenvalue,

ε1s(Z + z) = ε1s(Z) + zδ1(Z) + z2δ2(Z) + . . . , (4.13.4)

does not terminate [55]. The coefficients, δk(Z), can be split into two parts:

δk(Z) = δ+k (Z) + δ−
k (Z).

δ+k (Z) includes only the positive energy intermediate states that would have
appeared in the nonrelativistic calculation and δ−

k (Z) includes all other terms
of order k involving contributions from negative energy intermediate states.
This reproduces the numerical values of the coeffficients from the analytic
formula, (3.3.7), order by order only if the δ−

k (Z) contributions are included.
Unsurprisingly δ+2 (Z) grows relatively slowly from a nearly nonrelativistic
value -0.504 at Z = 10 to -1.61 at Z = 100, whilst δ−

2 (Z) grows like Z3 from
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+10−4 at Z = 10 to +0.047 at Z = 100 [56, Table VI.]. As indicated earlier in
this discussion, the perturbed ground state includes non-negligible negative
energy components whose relative importance grows rapidly as Z increases.

Brown and Ravenhall believed that (4.13.2) was a “valid” relativistic two-
electron wave equation. They gave orders of magnitude estimates for terms
with negative energy components, and for their contributions in first order
perturbation theory [24, §38], [45]. Their derivation of gB(R) from QED is
essentially the same as §4.9 and §4.10; their conclusion that gB(R) should
only be used in first order perturbation theory to predict fine structure split-
tings highlights the inconsistency of using an interaction which assumes that
the exchanged virtual photon has low frequency to compute electron-positron
interactions which involve energies of order 2mc2.

4.13.3 The NVPA and “variational collapse”

Sucher [57, pp. 1–54] also advocated the use of (4.13.2) as the starting point
for DHF calculations, in the belief that positive energy projection operators
would also eliminate “variational collapse”. Belief in the existence of “varia-
tional collapse” [58] or “finite basis set disease” [59] became widespread when
early attempts to use finite matrix methods to solve the Dirac problem for
the hydrogen atom in spherical coordinates gave highly inaccurate results; for
example [58, 60]. Spurious low energy “intruder” states appeared, especially
for orbitals with κ > 0, along with the expected solutions resembling physical
low-lying states. The results were sensitive to basis set size and, unlike the non-
relativistic schemes on which the calculations were modelled, there was little
sign of convergence with systematic enlargement of the basis set [60, 61, 62].
The lack of a global lower bound to the one-electron Dirac spectrum for atomic
mean field potentials was naturally blamed for this, because the existence of
a finite lower bound to the spectrum is conventionally used to deduce the
existence of a lowest eigenvalue in variational methods. It is only recently [63]
that a variational theory for Dirac Hamiltonians has been formulated, Chap-
ter 5, in which the bound spectrum has a rigorous lower bound. “Variational
collapse” appears in calculations in which the four components of the trial
spinors are allowed to vary independently; the bound derived in [63] requires
the use of spinor basis sets in which the components are related in a particular
way. The components of unconstrained 4-spinors usually fail to reproduce the
correct analytic behaviour close to the nuclei and the variational procedure
has no way to correct this.

Whilst the use of variational methods for the one-electron Dirac problem
is now on a sound footing, there is still controversy over the many-electron
self-consistent field problem. The SCF equations are customarily derived vari-
ationally and, in practice, the problems encountered in solving them are much
the same as in the nonrelativistic case. The solution of the SCF equations
for orbital spinors is subject to the same constraints as the single parti-
cle equations. A perturbation analysis about the converged solution of the
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SCF equations shows that the most important perturbations arising from the
electron-electron interaction involve matrix elements linking the unperturbed
state to low-lying excited orbitals associated with small energy denominators.
Whilst the corresponding negative energy contributions are always present,
their large energy denominators ensure that their effect is relatively small. In
fact “variational collapse” never happens when the wavefunction is properly
constructed.

4.13.4 Semirelativistic approaches

The perceived difficulty of making reliable calculations with Dirac wave-
functions led quantum chemists to fall back on more approximate schemes,
reviewed briefly in §1.5.2. The Dirac Hamiltonian was replaced by quasi-
relativistic Hamiltonians [64] such as the Breit-Pauli Hamiltonian [24, §39],
often derived by a sequence of Foldy-Wouthuysen transformations [65]. Usu-
ally only terms of order (αZ)2 are presented, but it is easy enough to continue
formally to write down terms of higher order as in §3.7.2. The additional terms
introduce operators of order (p2/c2)n, n ≥ 3, which have infinite expectation
values on the Hilbert space of nonrelativistic hydrogenic wavefunctions, mak-
ing this approach effectively unusable. Whilst the Breit-Pauli method gives
good results for light elements to order (αZ)2 , its accuracy degrades in the
third and lower rows of the Periodic Table. The 2-component effective Hamil-
tonian of Douglas and Kroll [66], modified by Hess [67], avoids introducing
divergent operators into the expansion and has therefore become very pop-
ular. Similar ideas underly the regular Hamiltonian approach of Chang et
al. [68] and the Amsterdam group [69, 70] whose ZORA (zero order regular
approximation) Hamiltonian has been well used.

Relativistic effective core potentials (RECP) or pseudo-potentials (PP)
have also been used to approximate the treatment of electron-electron inter-
actions in atomic and molecular calculations. These relatively cheap models,
briefly summarized in §1.5.2, exploit the idea that chemical properties are
largely determined by the properties of atomic valence orbitals and their over-
laps with valence orbitals on neighbouring atoms in a molecule. Calculations
involving only valence electrons moving in a relativistic effective core potential
are relatively cheap. The RECP are parametrized by benchmarking against
atomic DHF calculations, although there is no way to assess the errors in
subsequent applications. Nevertheless, much chemical information has been
accumulated using these approximate schemes, which are currently the most
popular amongst chemists.

4.14 A strategy for atomic and molecular calculations

Relativistic atomic structure literature comes in different flavours, depending
on whether the focus is atoms with not more than two or three electrons
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or on general many-electron atoms. In hydrogen and helium, the focus is
on experimental and theoretical advances in precision physics [71]. There is
wide interest in experiments for determination of fundamental constants using
simple atoms; precise tests of QED; search for violation of fundamental sym-
metries and for variation of fundamental constants; and the construction of
new frequency standards. The required theoretical support therefore focuses
on the calculation of QED corrections of increasing complexity.

Sapirstein [52] gives an excellent review of the extensive work on highly-
charged ions and the relation between QED perturbation theory and RMBPT.
There have been a limited number of studies of the effect of including negative
energy states in the second order of RMBPT [72] for the ground states of
helium-like systems and Sapirstein, Cheng and Chen [73] studied low-lying
states of helium-like ions going up to third order in RMBPT. The former
showed that the negative energy state energy contributions to the second
order pair correlation energy in the ground state grow like Z4 and reach barely
detectable values only for Z > 80. The more recent and comprehensive study
of Sapirstein et al. showed that the results depended slightly on the choice of
potential used to define the orbital set – bare Coulomb, core-Hartree, Kohn-
Sham density functional or modified core-Hartree – and that this could be
more or less eliminated by including negative energy state contributions within
a standard QED S-matrix scheme, corroborating the discussion of §4.13.

Most calculations for many-electron atoms and molecules start from the
effective Coulomb gauge Hamiltonian

H =
N∑

i=1

hDi +
∑
i<j

(
1
Rij

+ gB(Rij)
)

(4.14.1)

where gB(R) (4.9.22) is the instantaneous Breit interaction. If we ignore all
coupling to the negative energy states, we have the full machinery of nonrela-
tivistic MBPT, and the corresponding Goldstone diagram technology, at our
disposal in RMBPT. Negative energy state corrections are mostly relatively
straightforward to compute, apart from self-energy and vacuum polarization
diagrams. There are two such one-photon exchange contributions in second or-
der of QED perturbation theory that give energy shifts of similar order to the
Breit correction. The electron self-energy diagram is given by Figure 4.6(f)
and the vacuum polarization energy diagram by Figure 4.6(h). Corrections
due to replacement of the Breit interaction by the more exact ω-dependent
transverse photon interaction gT (R;ω), (4.9.21), can usually be ignored except
for X-ray and inner-shell processes in heavy atoms or molecules.

The most popular approximations within this scheme have been of the
self-consistent field (SCF) type such as the Dirac-Hartree-Fock model (DHF).
The Dirac-Hartree-Fock-Breit model (DHFB) is based on the full effective
Hamiltonian (4.14.1). The contribution of gB(Rij) is quite small, and the
large number of Breit interaction integrals for open shell systems has served
ot inhibit their inclusion. This is not such a problem for closed shell systems,
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where the number of additional interaction terms is relatively small. The ma-
jority of calculations have treated the Breit or transverse interactions using
first-order perturbation theory; it has been shown that the perturbed energies
agree well with DHFB energies in the small number of cases in which compar-
isons have been made. However, the wavefunction in perturbation calculations
is not corrected for the Breit interaction, and this will have to be taken into
account in higher order correlation calculations.

Electron correlation is often more important than higher order relativistic
effects for physical applications. A study of electron correlation in the alkali
atoms [52] used a finite orbital basis set needed generated with the uDHF

one-body potential. The number of diagrams in the perturbation expansion
increases rapidly as the order of perturbation increases and the cost escalates
accordingly. Coupled cluster theory [74, 75], in which certain infinite classes
of diagrams are summed completely, can be very effective. An overview of the
theory as applied to (nonrelativistic) molecular calculations including several
of its variants has been given by Paldus [76].

The CI method and the related technique of multi-configurational SCF
(MCSCF) calculations are conceptually simpler. Here the idea is, as before,
to start from a finite set of orbitals in some one-body potential. From these
orbitals, one can construct a set of N-electron Slater determinants accord-
ing to some scheme for generating 1-, 2- and many-particle excitations out of
some reference set of determinantal wavefunctions. Diagonalizing the Hamil-
tonian in this N-particle basis gives a set of approximate wavefunctions and
energy levels for comparison with experiment. The MCSCF technique requires
also adjustment of the potential and the orbitals that it generates to make
the whole system self-consistent. The implementation of this approach for
molecules has been described, for example, by [77, Werner, pp. 1–62; Shep-
ard, pp. 63–200]. In atoms, there have as yet been few calculations using finite
matrix CI or MCSCF techniques. Fischer and colleagues [78] use finite dif-
ference solution of the coupled orbital equations to solve MCHF problems.
Similar numerical techniques were used by Desclaux [79] to set up MCDHF
calculations, and also by Grant et al. [80, 81, 82] in various versions of the
GRASP package, which can be used either for relativistic atomic CI calcula-
tions or for MCDHF calculations. Radiative corrections for the lowest order
electron self-energy and for vacuum polarization can also be included approxi-
mately. Relativistic molecular codes, for example DIRAC [83], MOLFDIR [84]
and BERTHA [85, 86, 87, 88] are being developed actively.

4.15 Density functional theories

Although density functional theory (DFT) has been a vital tool in the study
of condensed matter for many years, its extensive application to other fields
such as quantum chemistry is more recent. The need for a relativistic extension
of DFT (RDFT) to study systems containing heavy elements was recognized
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some 30 years ago [89, 90, 91] providing the basis for major progress in the
last decade. The development of RDFT, as with other methods examined in
this book, has been based on QED, and this section aims at a brief summary
of its achievements. There is an extensive literature: Dreizler and Gross’s
monograph on DFT [92] includes a chapter on RDFT, and other expositions
will be found in, for example [93, 94, 95, 96].

4.15.1 Basic ideas of RDFT

Relativistic density functional theory (RDFT), §4.15, is based on a general-
ization [92] of the Hohenberg-Kohn Theorem [98] in which the ground state
energy is represented as a universal functional of the electron density. Whereas
nonrelativistic DFT is based on the idea that all physical quantities pertain-
ing to the ground state of a many-body system can be expressed as a unique
functional of the particle density, RDFT requires the relativistic four-current,
jµ = (cρ, j). The starting point is the usual QED Lagrangian density, (4.4.1),
augmented by a time-independent external field interaction

Lext = −1
c
jµ(x)vµ(x).

The requirement that the theory be locally gauge invariant ensures that
the electron current, and therefore total charge, is conserved. An energy-
momentum tensor, (2.7.10) can be defined that satisfies a conservation equa-
tion

∂µT
µν(x) =

1
c
jρ(x) ∂νvρ(x), ⇒ ∂µT

µ0(x) = 0. (4.15.1)

when vµ(x) is time-independent. Hence

∂0

∫
d3xT 0 0(x) = 0, (4.15.2)

so that energy is conserved in the rest frame of the sources. Hence there exists
a QED Hamiltonian operator H

H = He +Hγ +Hint +Hext, (4.15.3)

where

He(x0) =
1
2

∫
d3x
[
ψ†(x), (cα · p + βmc2)ψ(x)

]
, (4.15.4)

is the energy of the noninteracting electron-positron field,

Hγ(x0) =
1
2
ε0

∫
d3x(E(x) ·E(x) + c2B(x) ·B(x)) (4.15.5)

is the energy of the radiation field, and
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Hint(x0) =
1
c

∫
d3x jµ(x)Aµ(x), Hext(x0) =

1
c

∫
d3x jµ(x)vµ(x), (4.15.6)

are the interaction energy of the electron-positron field with the photons and
the external potential respectively. The four-potential Aµ(x) generates the
electric field E(x) and the magnetic field B(x).

The expectation values of H and jµ(x) diverge unless measures are taken
to modify the model. For noninteracting electrons, the energy zero must be
redefined to eliminate the contribution of the negative continuum to the vac-
uum state. The external field can create virtual electron-positron pairs, and
this makes it necessary to renormalize the current jµ(x). When we permit
interaction with the photon field, the resulting perturbation theory gener-
ates classes of divergent terms that must be renormalized according to the
standard procedures of QED.

Suppose that the ground state Φ of the system is in the Fock space sector
with charge Q = −Ne and is also nondegenerate. Then the renormalized total
electron binding energy ER is the difference between the energy of Φ and of
the vacuum state Q = 0, so that

ER ≡ Etot = 〈Φ |H |Φ〉 − 〈0 |H | 0〉+∆Etot, (4.15.7)
jµR(x) = 〈Φ | jµ(x) |Φ〉+∆jµ(x), (4.15.8)

where ∆Etot and ∆jµ(x) are renormalization counter-terms. The need for
renormalization shows up in RDFT in the basic existence theorem, below, in
the single-particle equations, as well as in the design of exchange-correlation
functionals [92]–[96].

4.15.2 The relativistic Hohenberg-Kohn theorem

The relativistic Hohenberg-Kohn theorem (RHK) [97, p. 539] can be written

{Φ |Φ from Aµ + ∂µΛ } ⇐⇒ {jµ(x) implies Φ = Φ[j]} (4.15.9)

where Aµ is the four-potential of the photon field and Λ is an arbitrary gauge
potential. This statement asserts that the ground state is a unique func-
tional, Φ[j], of the four-current jµ once the gauge has been fixed. The lengthy
proof [97], which relies on a perturbation expansion with respect to both the
electron-electron interaction and the external potential, requires renormaliza-
tion, order by order, to extract the required counter-terms. It implies that
all ground state observables, in particular the total energy Etot[j], are unique
functionals of the ground state four-current. In principle this energy func-
tional accounts for the relativistic motion of the electrons and photons with
which they interact and also all radiative corrections. The RDFT equations
of motion are obtained from the equation

δ

δjµ

{
Etot[j]− λ

∫
d3x ρ(x)

}
j=j0

= 0, (4.15.10)
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where λ is a Lagrange multiplier to incorporate a subsidiary condition express-
ing charge conservation and j0 is the ground state four-current consistent with
a four-potential A[j0] and, if present, an external field.

If there is no external magnetic field Bext (4.15.9) simplifies [91] so that al
ground state quantities can be defined in terms of the charge density ρ = j0/c:

{vext |vext + const. } ⇐⇒ {Φ |Φ from vext + const. } ⇐⇒ ρ(x).

Thus we can now write Etot[ρ] rather than Etot[j], and we can regard the
electron current density itself as a functional of ρ. The system may still have
a magnetic moment. MacDonald and Vosko [91] have also developed a gener-
alization of RDFT [91] to accomodate spin-polarized ground states.

4.15.3 The relativistic Kohn-Sham equations

The Kohn-Sham approach expresses the elementary variables of RDFT in
terms of a set of auxiliary set of four spinors ψk(x). Although the representa-
tion can describe all vacuum corrections to the ground state four-current and
energy [93], they are usually irrelevant in practice. The four-current in the
NVP approximation can be written in terms of the auxiliary spinors as [96]

jµ(x) = −ec
∑

k

Θkψ
†
k(x) γµ ψk(x) (4.15.11)

where Θk projects onto occupied electron states:

Θk =

{
1 for − 2mc2 < εk ≤ εF ,
0 otherwise,

after shifting the energy zero to coincide with the nonrelativistic definition.
The energy expression may be partitioned so that

Etot = Ts + EH + Eext + Exc, (4.15.12)

where the first three terms have a simple representation in terms of the aux-
iliary spinor set and the last contains all the many-body effects. The free-
particle Dirac Hamiltonian contributes

Ts =
∫
d3x
∑

k

Θkψ
†
k(x) (cα · p + (β − 1)mc2)ψk(x). (4.15.13)

The term
EH = EC

H + ET
H (4.15.14)

is gauge-dependent, and in the long wavelength (Breit) approximation is given
by (4.9.13), from which
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EC
H [j] =

1
2

∫
d3x

∫
d3x′ ρ(x)ρ(x′)

|x− x′| ,

ET
H [j] = − 1

2c2

∫
d3x

∫
d3x′ j(x) · j(x′)

|x− x′| .

The interaction with the external field is given by (4.15.6), and Exc is the sum
of the exchange counterpart, Ex of the Hartree energy EH and a correlation
term Ec which accounts for all the many-body effects.

Requiring that the expression Etot be stationary with respect to the spinors
ψk(x) leads to the (time-independent) relativistic Kohn-Sham equations [90,
91] (

cα · p + βmc2 + αµ as,µ(x)
)
ψk(x) = Ek ψk(x), (4.15.15)

in which αµ = γ0γµ and the local four-potential as,µ(x) is

as,µ(x) = vµ(x) + vH,µ(x) + vxc,µ(x)

with

vH,µ(x) =
1
c

∫
d3x′ j

µ(x′)
|x− x′| , vxc,µ(x) = c

δExc[j]
δjµ(x)

. (4.15.16)

These equations must be solved self-consistently in the same manner as the
Dirac-Hartree-Fock equations. It is apparent that this system of equations has
much in common with the DHFB equations studied in Chapters 7 and 9. Only
the occupied orbitals are needed to define the electromagnetic fields which
bind the electrons, and the local four-potential as,µ(x) implicitly couples the
spinors ψk(x). There is no explicit mention of virtual orbitals, and they play
a purely passive role in the self-consistent solution of the Dirac-Kohn-Sham
equations (4.15.15). Nevertheless, they are inevitably present in finite matrix
approximations and can be used to go beyond the NVP approximation if
desired.

4.15.4 Exchange and correlation functionals

The catch-all expression Exc[j] can be divided into two parts,

Exc[j] = Ex[j] + Ec[j],

where Ex[j] is the exchange counterpart of the Hartree energy EH [j], and
Ec[j] contains all the many-body correlation effects. In the long wavelength
approximation

Ex = −1
2

∑
k,l

ΘkΘl

∫
d3x

∫
d3x′ ρkl(x)ρlk(x′)− jkl(x) · jlk(x′)/c2

|x− x′| .

(4.15.17)
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The unphysical self-interaction terms with l = k cancel corresponding terms
in EH , one of the most important sources of error in DFT. Whilst the gener-
alized Hohenberg-Kohn theorem asserts that Ex, like the other contributions
to the energy, can be expressed as a functional of j, or of the density ρ, it
does not explain how to construct it. The traditional response, going back to
the development of Thomas-Fermi theory [99, 100], has been to approximate
(4.15.17) by a local density approximation (LDA), using an explicit function
of ρ based on the theory of a homogeneous electron gas (HEG). This has the
virtue of simplicity, but has several failings, in particular an inability to cancel
the self-interaction terms exactly.

The simplest LDA adopts the expression for the energy density of a non-
relativistic HEG:

ELDA
x [ρ] =

∫
d3x εNRHEG

xc [ρ(x)] (4.15.18)

where

εNRHEG
x [ρ(x)] = −3

4

(
3
π

)1/3

[ρ(x)]4/3. (4.15.19)

The effective potential vxc(x) is the functional derivative

vx(x) =
δExc

δρ
=
∂εNRHEG

xc [ρ(x)]
∂ρ

= −
(

3
π

)1/3

[ρ(x)]1/3. (4.15.20)

A model of this sort was first suggested by Slater [101], whose expression is
larger by a factor 3/2, and hence the nonrelativistic Kohn-Sham equations in
which the exchange potential is identified by (4.15.20) are often referred to
as the Hartree-Slater SCF model. The Xα model prefaces vx(x) with an ad-
justable parameter α which can be varied to make some theoretical observable
agree with its measured value.

Attempts to improve on this recognize that the electron motions should
be treated relativistically and that the electron distribution in an atom or
molecule is by no means homogeneous. The energy density in a relativistic
HEG is given by [102]

εRHEG
x [ρ(x)] = εNRHEG

x [ρ(x)]Φx,0(β) (4.15.21)

where

β =
(3π2ρ)1/3

mc
.

The relativistic correction factor

Φx,0(β) = 1− 3
2

(
η

β
− sinh−1 β

β2

)2

,

where η =
√

1 + β2, can be split into corrections arising from the Coulomb
interaction
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ΦL
x,0(β) =

5
6

+
1

3β2 +
2η
3β

sinh−1 β − 2η4

3β4 ln η (4.15.22)

− 1
2

(
η

β
− sinh−1 β

β2

)2

and a transverse contribution

ΦT
x,0(β) =

1
6
− 1

3β2 −
2η
3β

sinh−1 β +
2η4

3β4 ln η (4.15.23)

−
(
η

β
− sinh−1 β

β2

)2

.

This is still not enough; the four-current density of electrons in an atom or
molecule is not homogeneous, so that the LDA can only be a first approxima-
tion. The relativistic generalized gradient approximations (RGGA) attempts
to correct for this by adding terms dependent on ∇ρ(x) so that, following the
nonrelativistic GGA due to Becke [103] and Perdew et al. [104] the relativistic
local exchange energy density can be written [105, 106]

εRGGA
x [ρ(x)] = εNRHEG

x [ρ(x)] [Φx,0(β) + g(ξ)Φx,2(β)] (4.15.24)

where

ξ =
[ ∇ρ
2(3π2ρ)1/3ρ

]2
and the function g(ξ) is the nonrelativistic GGA correction. This function is
already quite complicated and although it is, in principle, possible to calcu-
late Φx,2(β) from the first order response function of RHEG, a simpler semi-
empirical expression has been used in practice. More details may be found
in [96].

The construction of a local correlation potential on similar lines is more
problematic. It seems that adding an LDA or GGA approximation of the
correlation energy to Ex gives no consistent improvement over an exchange-
only scheme [95, 107]. It has been suggested [108, 109] that a more promis-
ing scheme would apply perturbation theory starting from the auxiliary KS
Hamiltonian. A relativistic version has been formulated by Engel et al. [96],
which is potentially capable of including all transverse and vacuum correc-
tions. The lowest order term in this scheme using the NVP approximation
is [96, Equation (4.51)]

E(2)
c = EMP2

c + E∆HF
c

where

EMP2
c =

1
2

∑
ijkl

ΘiΘj
(ij | g| | kl)[(ki | g | lj)− (kj | g | li)]

εi + εj − εk − εl

E∆HF
c =

∑
il

Θi

εi − εl

∣∣∣∣∣∣1c
∫
d3x jµil(x)vµ(x) +

∑
j

Θj(ij |g | jl)

∣∣∣∣∣∣
2
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in which i, j are occupied orbitals and k, l are virtual states with εk, εl > εF .
The contribution of the transverse interaction is neglected in [96, Equation
(4.51)]. The contribution EMP2

c is second order in the electron-electron in-
teraction g (or fourth order in QED). The contribution E∆HF

c reflects the
difference between the exchange-only ROPM and DHF ground state energies.
The extra computational labour needed for E(2)

c has limited application of
this scheme to correlation energies in the helium isoelectronic sequence. The
quality of the results is somewhat mixed, and there is evidence that higher
order terms are needed for some applications. A proper discussion would take
us too far afield; see [96] for more details.

4.15.5 The optimized potential method

A recent development [94] rests on the idea that if the relativistic KS spinors
are unique functionals of jµ then the functional derivatives of Exc with re-
spect to jµ can be replaced in the evaluation of the local exchange-correlation
potential vµ

xc by functional derivatives with respect to the spinors ψk. This
potential is the solution of an integral equation∫

d3x′χµν
0 (x,x′) vxc,ν(x′) = Λµ

xc(x), (4.15.25)

where in the NVP approximation,

χµν
0 (x,x′) = −

∑
k

Θk

{
ψ

†
k(x) γµGk(x,x′) γν ψk(x′) + c.c.

}
,

which features the KS static response function

Gk(x,x′) =
∑
l 
=k

ψl(x)ψ
†
l (x

′)
εl − εk

,

and

Λµ
xc(x) = −

∑
k

∫
d3x′

{
ψ

†
k(x) γµGk(x,x′)

δExc

δψk(x′)
+ c.c.

}
+
∑

k

jkk(x)
∂Exc

∂εk

The numerical evaluation of (4.15.25) is relatively complicated, but results
for exchange-only ROPM calculations for the ground states of closed shell
atoms agree well with DHF results [96, Table 4.1]. Results have also been
obtained including transverse photon contributions perturbatively at the Breit
and full retardation levels. The conclusions on the magnitude of retardation
and relativistic effects are similar to those from DHF and DHFB calculations
presented in Chapters 7 and 9.
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Part III

Computational atomic and molecular structure



5

Analysis and approximation of Dirac
Hamiltonians

Computational problems in atomic and molecular structure and processes re-
quire understanding of the mathematics of Dirac operators and of methods for
constructing numerical solutions of the Dirac equation. Whilst simple prob-
lems such as the structure of hydrogenic atoms can be solved analytically, the
majority of applications to many-electron systems can only be solved approx-
imately. Some progress can be made using methods of functional analysis and
symmetry properties, but the interpretation of experiments often needs high-
precision numerical predictions. Meeting these demands requires cost-effective
and reliable algorithms for constructing solutions of the Dirac equation.

Sections 5.1 to 5.3 present analytical properties of Dirac and Schrödinger
operators, using the definitions and properties of linear operators on Hilbert
spaces of Appendix B.1, on which the numerical analysis of the algorithms
of Sections 5.5 to 5.12 used in relativistic electronic structure codes depend.
Quantum mechanics relies on Hamiltonian self-adjointness; §5.1 examines the
functional analysis of Schrödinger and Dirac Hamiltonians for free-particles
and §5.2 considers the effect of adding a one-body potential. Limitations of
the functional analysis approach for the Dirac operator are avoided in §5.3,
which emphasizes the critical role of spinor boundary conditions in the study
of the radial Dirac differential operator. The boundary conditions also play
an important part in the analysis, Appendix B.7, of the convergence of eigen-
function expansions in two-point boundary value problems involving the radial
Dirac differential operator.

Numerical methods for solving Dirac equations of atomic and molecu-
lar physics are of three types. Rayleigh-Ritz methods, whose theory is pre-
sented in §5.5 and §5.6, require the expansion of radial 2-spinor components
in terms of “kinetically matched” pairs of analytic functions; popular choices
are presented in §5.8 to §5.10. Finite difference methods are the most popu-
lar choice for solving atomic problems, §5.11. Iterative procedures are needed
to construct eigenvalues and eigensolutions for bound states. Finite element
methods, §5.12, have become popular more recently as an alternative to finite
differences, but some technical problems with applications to Dirac opera-
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tors remain. Finite element Rayleigh-Ritz methods lead to equations having
some similarity to those occurring with basis sets, although there are some
similarities with finite difference equations.

5.1 Self-adjointness of free particle Hamiltonians

5.1.1 Free particles: the Schrödinger case

The self-adjointness properties of the Schrödinger and Dirac operators for
free particles can be discussed most conveniently in terms of the properties
of Fourier transformations. According to the Fourier-Plancherel theorem [1,
Chapter 3], each square-integrable function u(x) ∈ L2(E) has a Fourier trans-
form û(k) ∈ L2(Ê)

û(k) = (2π)−n/2
∫

E

e−ik·xu(x)dnx, (5.1.1)

u(x) = (2π)−n/2
∫

̂E

e−ik·xû(k)dnk, (5.1.2)

where E and Ê are both copies of Rn so that

k · x =
n∑

j=1

kjxj , ∀ x ∈ E, k ∈ Ê.

It is convenient to think of H = L2(E) and Ĥ = L2(Ê) as different spaces
and the map u �→ û = Uu as defining a unitary operator U on H into Ĥ.

The free-particle Schrödinger operator on Rn is proportional to the Lapla-
cian

∆ =
∂2

∂x2
1

+ . . .+
∂2

∂x2
n

.

There are several ways in which we can define ∆ as an operator on H =
L2(E). A function φ ∈ H must be rather smooth for the expression ∆φ to
have a meaning. Suppose we first make the assumption that φ is a smooth
function with compact support in Rn: that is to say φ vanishes outside a
compact subset of Rn that may depend on φ. In particular, we can think of
the set C∞

0 that contains all infinitely differentiable functions with compact
support. The operator Ṫ = −∆ with domain C∞

0 is called the minimal operator
constructed from the formal Laplacian −∆. In physical applications, we only
need functions that have partial derivatives up to the second order, which
contains C∞

0 as a subset. The term minimal recognizes this restriction of
the domain. Now the Fourier transform U(Tφ)(k) = |k|2φ̂(k) where |k|2 =
k2
1 + . . .+k2

n. Let K2 be the maximal operator for multiplication by |k|2 on Ĥ,
that is to say, the operator with the largest domain such that |k|2φ̂(k) ∈ Ĥ.
Then K2 is self-adjoint, and its transform
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H0 =
1
2
U−1K2U (5.1.3)

is a self-adjoint operator on H into itself with domain D(H0) = U−1D(K2).
Clearly D(H0) ⊃ C∞

0 so that H0 is a self-adjoint extension of 1
2 Ṫ . It can be

shown [2, p. 300] that 1
2 Ṫ has H0 as its closure: thus, in the language of §B.1.1,

Ṫ is essentially self-adjoint and D(Ṫ ) = C∞
0 is a core for H0.

5.1.2 Free particles: the Dirac case

The construction of self-adjoint domains for the free-particle Dirac operator
follows a similar path. Let

F = cα · p +mc2β (5.1.4)

where α, β are the usual 4 × 4 Dirac matrices. This formal differential op-
erator acts on 4-spinors constructed from complex-valued functions on R3.
The underlying Hilbert space is therefore H = [L2(R3)]4, consisting of all
4-component objects

u(r) =

⎡⎢⎢⎣
u1(r)
u2(r)
u3(r)
u4(r)

⎤⎥⎥⎦ (5.1.5)

with the inner product

(u, v) =
∫
u(r)†v(r) d3r,

where

u(r)†v(r) =
4∑

j=1

uj(r)∗vj(r),

and with the norm ‖u‖2 = (u, u). We define a minimal operator Ḟ with domain
D(Ḟ ) = [C∞

0 (R3)]4 by requiring that Ḟ u = Fu for all 4-spinors u ∈ D(Ḟ ).
As in the Schrödinger case, the Fourier transform, applied component-wise
to u(r), induces a unitary map U on H into Ĥ such that u �→ Uu. When
u ∈ D(Ḟ ), the Fourier transform of v = Ḟ u is given by

Kû(k) := v̂(k) = [cα · k +mc2β] û(k), (5.1.6)

so that the operator K is defined in terms of matrix multiplication of each
4-spinor û(k) by the 4× 4 matrix [cα ·k +mc2β]. As in the Schrödinger case,
K is a self-adjoint operator, and its inverse Fourier representation

H0 = U−1KU (5.1.7)

is a self-adjoint operator on H with domain D(H0) = U−1D(K). Making use
of the anticommutation properties of the Dirac matrices, we see that
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[cα · k +mc2β]2 = c2|k|2 +m2c4

so that the assertion that û ∈ D(K) implies that∫
(c2|k|2 +m2c4)û(k)†û(k) d3k = ‖Ku‖2 <∞. (5.1.8)

Thus H0 ⊃ Ḟ , and Ḟ is essentially self-adjoint if and only if its closure is
H0, which can be proved by the same sort of arguments as in the Schrödinger
case.

5.2 Self-adjointness of Hamiltonians with a local
potential

One-particle operators of the form H = H0 + V , where V is some local one-
body potential function, occur everywhere in atomic and molecular physics.
As examples, we have the Coulomb energy −Z/r a.u. of an electron relative to
a point nucleus of charge Ze or the energy of an electron in some mean-field
potential of an atom or molecule. We can study (essential) self-adjointness
of the full operator H by considering V as a perturbation of the self-adjoint
operator H0.

Suppose first that A and B are densely defined operators on H, that
D(B) ⊃ D(A) and that, for some real numbers a, b and for all φ ∈ D(A),

‖Bφ‖ ≤ a‖Aφ‖+ b‖φ‖. (5.2.1)

Then B is said to be A-bounded; the infimum of a is called the relative bound
of B with respect to A. If the relative bound is zero, then B is said to be
infinitesimally small relative to A, and we write B � A. Sometimes it is more
convenient to replace (5.2.1) with a related inequality

‖Bφ‖2 ≤ ã2‖Aφ‖2 + b̃2‖φ‖2. (5.2.2)

When (5.2.2) is satisfied, then (5.2.1) is also satisfied with a = ã, b = b̃.
However, if (5.2.1) is satisfied, then (5.2.2) holds, but with ã2 = (1 + ε)a2

and b̃2 = (1 + ε−1)b2 for each ε > 0. Thus the infimum of a in (5.2.1) and
the infimum of ã in (5.2.2) are equal. It is also sufficient to prove estimates of
either form on a core for A.

The basic result is the Kato-Rellich theorem [3, Vol. II, p. 162]:

Theorem 5.1. Let A be self-adjoint and let B be symmetric and satisfy the
inequality

‖Bφ‖ ≤ a‖Aφ‖+ b‖φ‖
with relative bound a < 1. Then A+B is self-adjoint on D(A) and essentially
self–adjoint on any core of A.

Also if A is bounded below by M , then A + B is also bounded below by
M−max(b/(1−a), a|M |+b), where a, b are the numbers appearing in (5.2.1).
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Wüst has extended this theorem to the case when the relative bound a = 1;
then A+B is only essentially self-adjoint on D(A) or on any core for A.

5.2.1 The Schrödinger case

We start [2] with the simple Schrödinger operator

H = H0 + V (r)

where H0 = − 1
2∆ is the self-adjoint operator of (5.1.3) for the case of three

space dimensions, n = 3. Suppose that the real-valued potential V (r) can be
split into two parts,

V (r) = V1(r) + V2(r), (5.2.3)

where V1(r) ∈ L2(R3) is square integrable and V2(r) ∈ L∞(R3) is bounded.
Because V is real-valued, the operator defined as multiplication by V on the
domain

D(V ) = {φ |φ ∈ L2(R3), V φ ∈ L∞(R3)}
is self-adjoint. Using standard inequalities from integration theory, we have

‖V φ‖2 ≤ ‖V1‖2‖φ‖∞ + ‖V2‖∞‖φ‖2 (5.2.4)

so that D(V ) contains C∞
0 (R3) which is a core for H0.

If φ ∈ L2(R3) is also in D(H0), then φ is a bounded and continuous
function. So for any a > 0 there is a b > 0 such that

‖φ‖∞ ≤ a‖H0 φ‖2 + b‖φ‖2 (5.2.5)

[3, Vol. II, Theorem IX.28]. Combining (5.2.4) and (5.2.5) gives

‖V φ‖2 ≤ a‖V1‖2‖H0‖2 + (b+ ‖V2‖∞)‖φ‖2,

which holds for all φ ∈ C∞
0 . Thus all potentials V (r) for which (5.2.3) holds

are bounded by (H0) on C∞
0 with arbitrarily small relative bound a. Theorem

5.1 then allows us to infer that H is essentially self-adjoint on C∞
0 .

This analysis covers most of the cases of practical importance. In the case
of the Coulomb potential,

V (r) = −Z/r,
we can take

V1(r) =

{
−Z/r when 0 < |r| < R1,

0 when R1 < |r| <∞,

and a similar partition works for the screened Coulomb and mean field poten-
tials that are typically used in atomic structure. The extension to N -electron
systems with pairwise Coulomb interactions used in nonrelativistic atomic and
molecular structure theory is straightforward, and is thoroughly documented
in [2, Chapter 5, §5] and [3, Vol. II, Theorem X.16].
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5.2.2 The Dirac case

The Dirac operators require more delicate handling, though the underlying
principles are the same. Consider the important case of the Coulomb potential
V (r) = −Z/r. The “uncertainty principle lemma” [2, p. 307], [3, Vol. II, p.
169] states that∫

1
|r|2 u(r)†u(r) d3x ≤ 4

∫
[∇u(r)]† · [∇u(r)] d3x = 4

∫
|k|2|ũ(k)|2 d3k.

In conjunction with (5.1.8) this yields

‖V u‖2 ≤ a‖Ku‖2, a =
4Z2

c2

when u ∈ D(Ḟ ). To apply the Kato-Rellich theorem we need a < 1, giving
Z < c/2 ≈ 68, which makes the range of Z for which the Dirac operator

Ḣ = H0 + V (5.2.6)

is self-adjoint on D(Ḟ ) disappointingly small. A more subtle treatment is
given by Kalf et al. [4]; their result coincides with that obtained in §3.3,
namely Z/c <

√
3/2 or Z < 118, which covers almost all the interesting cases.

Because H0 ⊃ Ḟ , these conclusions extend to the whole of D(H0).
If we take the domain of H0 instead to be

D(H0) = {φ |φ ∈ H, H0 φ ∈ H}, H = [L2(R3]4

then it can be shown that the closure of the minimal operator Ḣ defined by
(5.2.6) has the same domain when Z/c <

√
3/2. We can identify D(H0) with

the Sobolev space [W (1)(R3)]4 of 4-component spinors whose components and
first partials are all quadratically integrable. We shall see in §5.4 that the Dirac
Coulomb operator makes a transition from the limit point case at r = 0 to
the limit circle case when Z =

√
3c/2 ≈ 118 consistent with the theoretical

restriction.
The failure of this analysis to tell us anything about the self-adjointness of

the Dirac Coulomb operator for Z > 118 is disappointing. The discussion of
boundary conditions in §3.3 showed that a further restriction of the domain
to spinors u such that ‖ r−1/2u ‖2 is bounded restores the problem to the
limit point case at r = 0, and allows us to extend the range of Z for which
computations can be done up to Z = 137. Kalf et al. [4] have also found
a rather complicated way to extend the range of self-adjointness as far as
Z = 137. However, real nuclei are not point charges, and the finite size of
the nuclear charge density starts to produce noticeable physical effects for
relatively modest values of Z. It is then desirable to use a model with a finite
size charge distribution for determining V . A major change is the replacement
of the 1/r singularity with a finite cut-off. This restores the situation and
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allows calculations to proceed to much higher values of Z. This behaviour has
been exploited in theories of superheavy elements and of quasi-molecules with
heavy element constituents [5] as well as the atomic and molecular calculations
described in this book.

5.3 The radial Dirac differential operator

The properties of central field wavefunctions are of fundamental importance
for atomic and molecular physics. The eigenfunctions of the Dirac equation
in spherical polar coordinates have the form (3.2.4)

φ(x) =
1
r

(
P (r)χκm(θ, ϕ)
iQ(r)χ−κm(θ, ϕ)

)
where the radial amplitudes satisfy the radially reduced equations (3.2.17)(

mc2 + V (r)− E
)
P (r) + �c

(
−dQ(r)

dr
+
κ

r
Q(r)

)
= 0

�c

(
dP (r)
dr

+
κ

r
P (r)

)
+
(
−mc2 + V (r)− E

)
Q(r) = 0.

After shifting the energy to the usual nonrelativistic zero by writing ε =
E −mc2, this takes the form

Tκ uεκ(r) = ε uεκ(r), uεκ(r) =
(
Pεκ(r)
Qεκ(r)

)
, (5.3.1)

for all r ∈ R+, where

Tκ :=

⎛⎜⎜⎝ V (r) −c
(
d

dr
− κ

r

)
c

(
d

dr
+
κ

r

)
−2mc2 + V (r)

⎞⎟⎟⎠ . (5.3.2)

The matrix operator Tκ can be written as a self-adjoint differential operator

Tκ = cJ
d

dr
+Wκ(r), (5.3.3)

where

J := −iσ2 =
(

0 −1
1 0

)
, Wκ(r) =

1
r

(
−Z(r) cκ
cκ −2r c2 − Z(r)

)
,

so that Z(r) = −rV (r). The radial two-component spinor uεκ has the norm
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‖uεκ‖2 =
∫

R+

u†
εκ(r)uεκ(r)dr =

∫
R+

(
P 2

εκ(r) +Q2
εκ(r)

)
dr. (5.3.4)

The integral is finite for bound states, but diverges for scattering states.
Z(r) is a continuous function of r in applications to atomic and molecular

physics. For a point nucleus Z(r) = Z for all value of r. For a spherical
nucleus in which the Z protons are confined to a ball of radius Rnuc, V (r)
has a finite well-depth so that as r → 0, V (r) = −Z(r)/r ≈ −v0 + v2r2 + . . .,
where the constants v0, v2, . . . depend on the model and as r →∞, Z(r) → z,
where z is the degree of ionization of the system. When these conditions apply,
the operator Tκ is self-adjoint on any finite interval [a, b] with domain D(Tκ)
provided

u(r) ∈ (L2[a, b])2, Tκu(r) ∈ (L2[a, b])2, (5.3.5)

provided the boundary condition[
cv†(r)Ju(r)

]b
a

= 0 (5.3.6)

holds for every u, v ∈ D(Tκ), which corresponds, in the manner of the dis-
cussion of the Dirac operator in three dimension in §5.2.2, to the Sobolev
space

[
W (1)(R3)

]2
. The crucial boundary condition (5.3.6) mixes the large

and small components of u so that the handling of the boundary conditions
is more involved than for the Schrödinger equation.

5.3.1 The boundary condition at a singular endpoint

The linear differential system du/dr + A(r)u = 0 is said to have a singular
point at s if the square matrix A(r) has a singularity at r = s. From (5.3.3)
we see that Wκ(r) has a singularity at r = 0, which is therefore a singular
point of the radial Dirac equation. Similarly by writing ρ = 1/r and exam-
ining the behaviour as ρ → 0 we see that it also has a singular point at ∞.
Thus the radial Dirac equation, like the radial Schrödinger equation, has two
singular endpoints, and the theory can be developed along very similar lines
[6, Chapter 10].

It is useful to start by looking at a result for second order differential
equations of the form

T0φ := −φ′′ + V (x)φ(x) = λφ(x) (5.3.7)

on [0,∞) with V (x) continuous is from [3, Vol. II, p. 151].

Theorem 5.2. (i) If �(λ) �= 0, then at least one solution of T0φ = λφ is in
L2 near x = 0 and at least one solution is in L2 near infinity.

(ii) If, for one λ ∈ C, both solutions of T0φ = λφ are in L2 near infinity (zero)
then, for all λ ∈ C, both solutions of Tφ = λφ are in L2 near infinity (zero).
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Theorem B.3 shows that the existence and number of self-adjoint extensions
of an operator T are determined by the deficiency indices n+, n−, which are
respectively the number of linearly independent solutions of T ∗φ = ±i φ,
where T ∗ is its adjoint operator. To specify a suitable minimal operator we
really need a boundary condition at ∞, which is not yet available. We can
avoid this by choosing D(T ) = C∞

0 (0,∞), the space of infinitely differentiable
functions with bounded support, such that Tφ = T0φ for φ ∈ C∞

0 . Although
this operator T is not closed. it is symmetric and T ∗ is the operator with
D(T ∗) = {φ ∈ L2 : T0φ ∈ L2} such that T ∗φ = T0φ.

Because T is a second order differential operator, the differential equation
T0φ = λφ has two linearly independent solutions for any λ. A solution φ of this
equation is in D(T ∗) if and only if it is in L2(R+). According to Theorem 5.2,
two linearly independent solutions of T0φ = λφ may be in L2(R+), in which
case all solutions are in L2(R+). It is known that if this happens for any choice
of λ in either the upper or the lower half-plane, then it happens for every λ
in either half-plane [6, Lemma, p. 153]. If T0φ = λφ then T ∗

0 φ
∗ = λ∗φ∗ and

as φ ∈ L2(R+) then φ∗ ∈ L2(R+); what happens in one half-plane is mirrored
in the other, and all solutions are in L2(R+) for all λ, real or complex. So the
possible deficiency indices (n+, n−) are (0,0), (1,1) or (2,2). It is easy to show
that there is always at least one square integrable solution in either half-plane,
which rules out the (0,0) case.

The next step is to examine the behaviour of the solutions near a singular
endpoint [6, p. 202]. For Sturm-Liouville operators such as T0, there are two
possibilities. Either for some complex λ with �λ > 0 there is one square-
integrable solution in the neighbourhood of the singular endpoint, the so-called
limit-point case, or there are two square-integrable solutions, the so-called
limit-circle case, and every linear combination of them is a valid solution. In
the limit-point case, the condition that a solution is square integrable near the
endpoint selects a homogeneous boundary condition which fixes the solution
uniquely. This is what is usually assumed without discussion in applications
of nonrelativistic quantum mechanics. In the limit-circle case, an additional
boundary condition, usually determined by physical considerations, is needed.

5.3.2 The Dirac radial operator with one singular endpoint

The Dirac equation cannot be transformed into a Sturm-Liouville problem
to which the above argument applies. However, the analysis of the radial
Dirac operator on R+ is remarkably similar to that of the radial Schrödinger
equation and gives useful information on the self-adjointness properties which
we shall need to construct numerical solutions.

Lemma 5.3. Let u1(r) and u2(r) satisfy (5.3.1) in some finite interval [a, b]
with parameters (in general complex) ε1 and ε2 respectively. Define

s12(r) = cu1
†(r) J u2(r) = c [Q∗

2(r)P 1(r)− P ∗
2 (r)Q1(r) ] . (5.3.8)
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so that s12(r) = −s∗21(r). Then

s12(b)− s12(a) = (ε1 − ε∗2)
∫ b

a

u†
2(r)u1(r) dr. (5.3.9)

The proof is straightforward; just calculate ds12/dr using (5.3.1) and integrate
over (a, b). The lemma has a useful corollary:

Corollary 5.4. In the case when ε1 = ε2 = ε, we can write u1 = u2 = u.
Then

s(b)− s(a) = 2i�ε
∫ b

a

u†(r)u(r) dr. (5.3.10)

It follows that if ε is real then s(r) is independent of r, and that with this
notation (5.3.6) is just s(a) = s(b).

Consider now the initial-value problem for the two-dimensional linear dif-
ferential equation (5.3.1). Suppose that we can write, with arbitrary normal-
ization,

u(a) = w1 +mw2, (5.3.11)

where w1 and w2 are any two linearly independent 2-vectors, say

w1 =
(

1
0

)
, w2 =

(
0
1

)
,

and m = Q(a)/P (a) is an arbitrary parameter. Let u1(r) and u2(r) be solu-
tions of the initial value problem with respective initial values w1 and w2 so
that

u(r) = u1(r) +mu2(r) (5.3.12)

is the solution of the initial value problem with initial value u(a) (5.3.11).
This generates s(r) as a quadratic complex expression in m,

s(r) = s11(r) +ms12(r) +m∗s21(r) + |m|2s22(r), (5.3.13)

where sij(r) = cu†
i (r)Juj(r). The initial conditions are

s11(a) = s22(a) = 0, s12(a) = −c, s21(a) = +c, (5.3.14)

so that
s(a) = −m+m∗ = −2ic�m.

Inserting this in (5.3.10) and writing λ = ε/c gives

s(b) = 2ic

(
−�m+ �λ

∫ b

a

u†(r)u(r) dr

)
. (5.3.15)

If we replace u(r) by u2(r) in (5.3.10) we find
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s22(b) = 2ic�λ
∫ b

a

u†
2(r)u2(r) dr. (5.3.16)

We focus on s(b); it is convenient to set s(b) = 2icF (b,m) and to write

F (b,m) := A |m|2 +B�m+ C �m+D (5.3.17)

where A,B,C,D are all real numbers defined by

2icA := s22(b) = c(P2Q
∗
2 −Q2P

∗
2 ),

2icD := s11(b) = c(P1Q
∗
1 −Q1P

∗
1 ),

ic(B + iC) := s12(b) = c(P2Q
∗
1 −Q2P

∗
1 ),

ic(B − iC) := s21(b) = c(P1Q
∗
2 −Q1P

∗
2 ),

in which we have omitted the arguments r = b from the components of u1(r)
and u2(r), For fixed b, the equation F (b,m) = 0 represents a circle in the
complex m-plane, with centre m(b) = −(B + iC)/2A and radius R(b) given
by

4A2R(b)2 = B2 + C2 − 4AD = |P1Q2 −Q1P2|2 = |ut
1(b)Ju2(b)|2.

Equation (5.3.16) shows that

A = �λ
∫ b

a

u†
2(r)u2(r) dr > 0. (5.3.18)

It is easy to show that u t
1(r)Ju2(r) is independent of r, and using the initial

conditions gives
R(b) = 1/2A.

Denote by Db the interior of the circle F (b,m) = 0, where we take �m > 0;
the other case is similar. Points of the m-plane will be outside Db if F (b,m) >
0 and inside if F (b,m) < 0. Because the radius R(b) of the disk is, by (5.3.17),
strictly decreasing as a function of b, Db′ ⊂ Db whenever b′ > b, so that the
disks shrink as b→∞. The limit-point case occurs when R(b) → 0, and there
is a unique value m = m(∞) such that u(r) = u1(r) +m(∞)u2(r) for which
the solution is square integrable. It follows from (5.3.15) that the solution is
square integrable, with norm

‖u ‖2 =
∫ ∞

a

u†(r)u(r) dr < �m(∞)/�λ.

The condition of square integrability is equivalent to a boundary condition.
However, it is important to remember that this argument tells us nothing
about the behaviour of the individual components of u(r) as r →∞, and this
must be recalled when constructing numerical solutions. In the limit-circle
case, R(b) → R(∞) > 0; every value of m in D∞ gives a square integrable
solution, and we require a supplementary boundary condition to make the
operator self-adjoint.
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5.4 The radial Dirac equation for atoms

Atomic and molecular calculations often start from a solution of Dirac’s equa-
tion for some potential V (r) given by

V (r) = −Z(r)/r (5.4.1)

where Z(r), the effective central charge seen by an electron at a distance r
from the nucleus, decreases as r increases. Thus we suppose

Z(r) → z ≥ 0, r →∞

where z < Z is the residual ionic charge seen by the electron, and also that

Z(r) = Z0 + Z1r + Z2r
2 + . . . (5.4.2)

in the neighbourhood of r = 0. This property characterizes a number of com-
monly used nuclear models.

In §3.3, we saw that u(r) ∼ exp(λr) as r → ∞, where λ2 = c2 − E2/c2

and E is real. There are two situations:

• |E| < c2: All solutions in this part of the spectrum correspond to bound
states. Only one solution with λ < 0 is square integrable at infinity, so this
is a limit-point case.

• |E| > c2: λ = ±ip, where p = +
√
E2/c2 − c2 is interpreted as the mag-

nitude of the 3-momentum vector. Solutions are linear combinations of
particular solutions with asymptotic form exp(±ip r) corresponding to the
limit-circle case.

The nuclear model potentials determine the behaviour near r = 0, depend-
ing on the coefficients of (5.4.2):

• Point nucleus: Z0 �= 0; Zn = 0, n > 0.
This is the normal choice in nonrelativistic calculations. Physical conse-
quences of the finite size of the nuclear charge distribution become sig-
nificant in the lower half of the Periodic Table, especially for inner-shell
processes.

• Uniform nuclear charge distribution: A model which, though unphysical,
is nevertheless very useful, spreads the nuclear charge uniformly over the
interior of a sphere of radius RN , so that

ρN (r) =

{
3Z/4πR 3

N , when 0 ≤ r ≤ RN ,

0, when r > RN ,

gives

VN (r) =

⎧⎪⎨⎪⎩
− 3Z

2RN

(
1− r2

3R2
N

)
, when 0 ≤ r ≤ RN ,

−Z
r
, when r > RN .

(5.4.3)
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Thus when r ≤ RN , the non-zero coefficients are

Z0 = 0, Z1 = +3Z/2RN , Z2 = 0, Z3 = −Z/2R3
N ,

whilst for r > RN there is only one non-zero coefficient, Z0 = Z, giving
an unscreened Coulomb potential.

• Spherical surface charge distribution: Like the uniform charge distribution
above, this is unphysical. It recognizes the fact that the mutual repulsion
of the protons inside the nucleus makes it more probable that they will be
located near the nuclear boundary, r = RN . Real nuclear electrostatic
potentials are likely to lie between the uniform charge model and the
surface charge model inside the nucleus. The potential is constant for r <
RN , so that there is only one non-zero coefficient, Z1 = Z/RN for r < RN ,
and Z0 = Z for r > RN . Whilst this is simple and has been used to
understand the effect of changes in the nuclear parameters on electron
binding energies and wavefunctions it has some technical disadvantages.
Whilst the potential is continuous, the electric field is discontinuous at
r = RN because all the nuclear charge resides on the surface; the potential
and the field are continuous for the uniform charge density distribution,
but it has a discontinuity in the field gradient. Numerical methods of
solution must take this into account.

• Gaussian nuclear density distribution: The majority of molecular structure
codes are based on wavefunctions written as a linear combination of Gaus-
sian type functions (GTF). This is also the case for relativistic molecular
structure codes, making it easy to incorporate a Gaussian density distri-
bution to model nuclear charge distributions. The density distribution

ρN (r) = Z (λ/π)3/2 exp(−λr2)

gives the potential
VN (r) = −(Z/r) erf (

√
λr), (5.4.4)

whose power series expansion about r = 0 has coefficients

Z2n = 0, n ≥ 0; Z1 = 2
√
λ/π, Z3 = −2(λ/3)

√
λ/π, . . .

where λ is related to the RMS radius of the distribution, R̄N (in atomic
units) by

λ = 1.50/R̄ 2
N .

A more realistic nuclear density distribution can be constructed by fitting
to a sum of Gaussian densities.

• Fermi distribution: The nuclear charge density has the form

ρN (r) =
ρ0

1 + exp[(r −RN )/d]
,

where ρ0 is chosen so that
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Z =
∫ ∞

0
4πr2ρN (r) dr.

This two-parameter model has a uniform core with a “skin” in which the
density falls from ∼90% to ∼10% of its central value in a short distance
typically t ≈ 10−5 a.u. Then d = t/4 ln 3.

All these models of the nuclear charge distribution have been chosen for their
convenience in practical calculations rather than as faithful representations
of actual nuclear charge distributions. The main reason for this is that the
dominant shift in orbital energies, responsible for the nuclear volume isotope
effect, is sensitive primarily to the RMS radius, R̄N , of the nuclear charge
distribution [7, §8.3]. Measured values of R̄N , which is isotope dependent,
can be obtained from the literature, but it is often sufficient to use one of
several statistical expressions found in the literature. Thus for A > 16 [7,
§8.3] suggest)

R̄N ≈ (1.115A1/3 + 2.151A−1/3 − 1, 742A−1)× 10−5

atomic units; many similar formulae can be found in the literature. Real nuclei
are mostly non-spherical, and generate both electric and magnetic multipole
fields which are responsible for hyperfine interactions.

5.4.1 Power series solutions near r = 0

The radial amplitudes

u(r) =
(
P (r)
Q(r)

)
,

can be expanded in a power series

u(r) = rγ [u0 + u1r + u2r
2 + . . .] , uk =

(
pk

qk

)
(5.4.5)

near the origin, where the index γ, pk, and qk are constants that depend on
the nuclear potential model.

Point nucleus model: For a Coulomb singularity, Z0 �= 0, the leading coef-
ficients satisfy indicial equations

−Z0p0 + c(κ− γ)q0 = 0 ,
c(κ+ γ)p0 − Z0q0 = 0 , (5.4.6)

so that

γ = ±
√
κ2 − Z2

0/c
2 ,

q0
p0

=
Z0

c(κ− γ) =
c(κ+ γ)
Z0

. (5.4.7)
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• Finite size nuclear models: In this case Z0 = 0, so that the potential is
finite at r = 0. The indicial equation (5.4.7) reduces to γ = ±|κ|, so that
for κ < 0,

P (r) = p0r
l+1 +O(rl+3) , Q(r) = q1r

l+2 +O(rl+4) , (5.4.8)

with
q1/p0 = (E −mc2 + Z1)/[c(2l + 3)], q0 = p1 = 0 ,

and for κ ≥ 1,

P (r) = p1r
l+1 +O(rl+3) , Q(r) = q0r

l +O(rl+2) , (5.4.9)

with
p1/q0 = −(E −mc2 + Z1)/[c(2l + 1)], p0 = q1 = 0 .

For finite size nuclei, the power series expansions consist of purely even powers
for one component with purely odd powers of r for the other component. The
power series of both components for point nuclei consist of all powers γ + n
for positive integer n.

5.4.2 Power series solutions in the nonrelativistic limit

Many of the pathologies that arise from a naive treatment of the numerical
solution of Dirac problems can be understood after examining the behaviour
in the nonrelativistic limit c→∞, where we expect

P (r) → O(rl+1).

Finite nuclear models.

The behavior is entirely regular as c→∞:

P (r) = O(rl+1), Q(r) = O(1/c) → 0 .

Point nuclear models.

The behaviour when κ < 0 is entirely regular. However things are different
when κ is positive. Because

γ = |κ| − Z2

2c2|κ| + . . . ,

(5.4.7) shows that the leading coefficient p0 vanishes when c→∞, so that,

P (r) ≈ p1rl+1(1 +O(r2)),when κ ≥ 1, l = κ (5.4.10)

All higher powers of odd relative order vanish in the limit for both components.
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5.4.3 The boundary condition at the origin

The requirement for radial spinors to be square integrable as r → 0∫ R′

0
DE,κ(r)dr <∞, R′ > 0,

where
DE,κ(r) = |PE,κ(r)|2 + |QE,κ(r)|2,

is equivalent to a boundary condition. For a point nuclear model, DE,κ(r) ∼
r±2γ as r → 0, this condition holds when ±2γ > −1. Only the solution
with γ > 0 is acceptable when 2|γ| > 1, or Z < α−1

√
κ2 − 1/4, and the

second solution must be dropped. This corresponds to the limit point case.
In the special case |κ| = 1 or j = 1

2 this implies Z < c
√

3/2 ≈ 118.6. For
Z > c

√
3/2, both solutions are square integrable near the origin (the limit

circle case) and we need an additional constraint to recover a self-adjoint
operator. A physically acceptable solution must also have a finite value for
the expectation of the Coulomb potential so that∫ R′

0
DE,κ(r)

dr

r
<∞, R′ > 0 . (5.4.11)

This is always satisfied by the solution with γ > 0 for all |Z| < α−1|κ|, but
not by any solution with γ < 0. Imposing this condition restores essential
self-adjointness (on a restricted domain) for 118 < Z ≤ 137.

In the case of a finite nucleus, the two leading exponents reduce to l + 1
and −l respectively. When l > 0, it is clear that we have the limit point case
and square integrability selects the exponent l + 1. However when l = 0, the
second solution is bounded as r → 0 and so we have the limit circle case
again. We now have to restrict the domain of the operator to solutions for
which (5.4.11) holds.

It is seldom remarked that the same thing happens with the Schrödinger
equation; for example Pauling and Wilson [8, p. 122] simply state that the
negative exponent “does not lead to an acceptable wavefunction”. This is
entirely correct, although neither Pauling and Wilson nor, as far as I am
aware, the authors of other books on elementary quantum mechanics note
that it is necessary to impose the condition (5.4.11) when l = 0, just as in the
Dirac case. In contrast, Dirac [9, §38] argues that the second solution for l = 0
would not be acceptable because it would imply the presence of an additional
delta function singularity on the right-hand side of the Schrödinger equation.

5.5 Variational methods in quantum mechanics

Variational methods are widely used in the quantum mechanics of atoms and
molecules. The Ritz method seems to have been applied first to the ground
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state of helium by Kellner [10]; the work of Hylleraas [11, 12, 13] on the
ionization potentials of the helium isoelectronic series, in particular his use
of inter-particle coordinates, seems to be much better known. Most of the
standard derivations of nonrelativistic [7, 14, 15] and of relativistic atomic
self-consistent field theory [16, 17, 18] have depended on variational principles,
as have many of the methods employed in scattering theory [19].

Most expositions of variational methods in nonrelativistic quantum me-
chanics make much of the fact that the Schrödinger operator is semi-bounded.
Although Swirles [16] wrote down relativistic atomic Hartree-Fock equations
using a variational principle, she carefully noted that the Dirac Hamiltonian
was not semi-bounded so that her approach was “provisional”. Nevertheless,
the equations she derived were mathematically consistent and no unexpected
problems were encountered in constructing numerical solutions using the fi-
nite difference methods developed by Hartree and his colleagues [14]. The
provisional approach proved well-founded, because it relied only upon rela-
tions which make the energy functional stationary without reference to any
lower bound.

Ritz methods, in which the orbitals are approximated by a linear com-
bination of suitable functions, usually referred to as basis sets, provide the
only practical route for solving quantum mechanical problems for molecules
and solids. Roothaan’s students Synek [20] and Kim [21, 22] in the mid-1960s
were the first to devise relativistic self-consistent field equations for atoms in
this way. Whilst Kim was able to generate a plausible solution for the ground
state of the beryllium atom, he encountered some numerical instabilities that
were not understood at the time. The method was not competitive with finite
difference methods on the computers of the day, and although further work
on the atomic problem was done by Kagawa and others [23, 24] some 10 years
later, progress was slow. Real trouble was first encountered when quantum
chemists tried to apply the customary nonrelativistic Ritz procedures to the
full Dirac equation as well as to the radially reduced equation. Thus Schwarz
and Wallmeier [25] and Wallmeier and Kutzelnigg [26] obtained unacceptable
results even for the simplest case, the hydrogen atom. Spurious low-energy in-
truder states appeared along with solutions resembling the physical low-lying
states. The pathological behaviour, discussed also in §4.13.3, was attributed
to “variational collapse” [25] or “finite basis set disease” [27]. The results
were sensitive to basis set dimension and failed to stabilize in the manner of
nonrelativistic calculations as the dimension of the basis set was increased sys-
tematically [26, 28, 29]. In the absence of any consensus on remedies, attention
switched by 1984 to semirelativistic approximations [30]. We now understand
the importance of using spinor basis functions for Dirac calculations which
incorporate the limiting behaviour of §5.4.1 and §5.4.3 at the singular end-
points of the Dirac radial operator. It is necessary for the basis functions to
embody the correct connections between the radial components in the region
in which relativistic motion is most probable.
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To make maximal use of the Rayleigh-Ritz method in relativistic, as well
as nonrelativistic quantum mechanics, we need criteria for convergence of
energy eigenvalues, wavefunctions and expectation values for ground and ex-
cited states and also for transition amplitudes. We seek ways to characterize
Rayleigh-Ritz approximations that work for both nonrelativistic and relativis-
tic quantum mechanics.

5.5.1 Min-max theorems and the Ritz method

Let T be a self-adjoint operator with a domain D that is dense in the Hilbert
space H. Assume, for simplicity, that T has a simple point spectrum, or-
dered so that −∞ < t0 ≤ t1 ≤ t2 ≤ . . ., with corresponding eigenfunctions
u0, u1, u2, . . . Let Mn = {u0, u1, . . . , un−1} be the linear span of the eigen-
functions corresponding to the n lowest eigenvalues of T . Using Dirac bra-ket
notation, we define the Rayleigh quotient

R(u) := 〈u |T |u〉 / 〈u |u〉 (5.5.1)

for any nontrivial function u ∈ D.

Theorem 5.5. Let M⊥
n be the orthogonal complement of Mn in D. Then

tn = min
u∈M⊥

n

R(u).

Proof: For all u ∈ D we have

〈u |T |u〉 =
∑

k

tk|〈u |uk〉|2.

If u ∈M⊥
n , 〈u |uk〉 = 0, k = 0, 1, . . . , n− 1, so that

〈u |T |u〉 =
∑
k≥n

tk|〈u |uk〉|2 ≥ tn
∑
k≥n

|〈u |uk〉|2 ≥ tn〈u |u〉.

So R(u) ≥ tn. Since un ∈M⊥
n , R(u) attains its lower bound at u = un, which

proves the theorem. �

Theorem 5.5 is familiar from elementary quantum mechanics textbooks. It
assumes throughout that the first n exact eigenfunctions are known, but this
is rarely the case in practice. What we usually need is a set of functions, say
Wn := {w0, w1, . . . , wn−1} which in some sense approximates the manifold
Mn.

Theorem 5.6 (Weyl-Courant). Let

θ(Wn) = min
u∈W⊥

n

R(u);
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then
tn = max

∀Wn

θ(Wn) = max
Wn∈Sn

min
w∈W⊥

n

R(w),

where Sn is the collection of all n-dimensional linear manifolds in D.

Proof: From the previous theorem, θ(Mn) = tn so that max θ(Wn) ≥ tn.
The theorem is therefore proved if we can exhibit, for each choice of Wn, an
element w ∈ W⊥

n such that R(w) ≤ tn. Suppose that

w = c0u0 + c1u1 + . . .+ cnun,

where the coefficients c0, c1, . . . , cn must be chosen so that, with respect to
a basis {w0, w1, . . . , wn−1} of Wn, w is non-null and (w,w0) = (w,w1) =
. . . , (w,wn−1) = 0. This is always possible, as we have to find n+ 1 unknown
coefficients c0, c1, . . . , cn subject only to n linear equations of constraint. If
the eigenfunctions {u0, u1, . . . , un} are orthonormal, then

R(w) =
〈w |T |w〉
〈w |w〉 =

∑n
k=0 tk| ck|2∑n
k=0 | ck|2

≤ tn

which completes the proof. �

We usually require the set {wk} to be linearly independent and to be
normalized. We shall assume, for the purposes of this section, that the set is
also mutually orthogonal, although we shall later want to lift this restriction.
So now we can write each w ∈ Wn in the form

w = c0w0 + c1w1 + . . .+ cn−1wn−1;

so that

R(w) =
n−1∑
i,j=0

c∗i Tijcj

/
n−1∑
k=0

|ck|2

where the simple form of the denominator is a consequence of the assumed
orthonormality, and where

Tij = 〈w i |T |wj〉, i, j = 0, 1, . . . , n− 1.

The effect of restricting w to the linear manifold Wn is therefore to replace
the operator T , which is in general unbounded, by a bounded operator Tn on
Wn defined by

Tn = PnTPn

where Pn is the orthogonal projector onto Wn. The operator Tn is represented
by the square matrix Tn whose elements are the numbers Tij defined above.
It is usually convenient to choose the basis so that the matrix Tn is real
symmetric; its n eigenvalues τ (n)

i , i = 0, 1, . . . , n − 1 can be characterized
exactly as in Theorem 5.5, with Wn replacing Mn. We order the eigenvalues
so that τ (n)

0 ≤ τ (n)
1 ≤ . . . ≤ τ (n)

n−1.
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Theorem 5.7 (Poincaré). For each integer n > i,

τ
(n)
i ≥ ti, i = 0, 1, 2, . . .

Proof: We prove τ (n)
i ≥ ti for some fixed value of i. Pick a trial element from

Wn in the form
w = d0w0 + d1w1 + . . .+ diwi

such that w is non-null and orthogonal to w0, w1, . . . , wi−1. We can always
find such an element since we have only to solve i linear equations for i + 1
unknown coefficients d0, d1, . . . , di. Theorem 5.5 gives us R(w) ≥ ti. However,

R(w) =
∑i

k=0 τ
(n)
k |dk|2∑i

k=0 |dk|2
≤ τ (n)

i

establishing the result. �

This theorem has a useful corollary which enables us to characterize ap-
proximations to the eigenvalues of T without requiring a knowledge of the
eigenvalues of lower index and without having to search for an extremum over
the infinite subspace W⊥

n .

Theorem 5.8 (Poincaré). Let Sn be the set of all n-dimensional linear man-
ifolds of D and let Wn be a particular member of Sn. Define

θ(Wn) = max
w∈Wn

R(w);

then
tn−1 = min

Wn∈Sn

θ(Wn).

Proof: We follow the same method as in the last theorem. This establishes
that θ(Wn) is the maximum eigenvalue of the restriction of T to Wn, and
θ(Wn) ≤ tn−1 for all Wn ∈ Sn. We observe that θ(Mn) = tn−1 which proves
the theorem. Theorem 5.8 gives the theoretical justification for the Galerkin
method, in which we seek approximate solutions of the equation

(T − τ)w = 0, w ∈ Wn

by requiring that the residual

δ := (T − τ)w

is orthogonal to each of the eigenfunctions wi of the restriction of T to Wn:

(δ, wi) = 0, i = 0, 1, . . . , n− 1.

If w ∈ Wn, we can write
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w = c0w0 + c1w1 + . . .+ cn−1wn−1

from which the condition

n−1∑
j=0

(Tij − τδij)cj = 0, i = 0, 1, . . . , n− 1 (5.5.2)

follows. Thus τ must be one of the eigenvalues of the matrix operator Tn. �

5.5.2 Convergence of the Rayleigh-Ritz eigenvalues in
nonrelativistic quantum mechanics

The theorems of the last section tell us that we can approximate the eigenval-
ues and eigenfunctions of operators that are bounded below by diagonalizing
finite matrices on suitable linear manifolds in the Hilbert space H. We actu-
ally need rather more: it is essential to be able to use these approximations
to estimate physical observables. This requires a deeper analysis of the con-
vergence of Rayleigh-Ritz approximations in quantum mechanics. Klahn and
Bingel [31, 32] first studied the convergence of basis set approximations of
eigenvalues and eigenvectors, and Klahn and Morgan [33] extended this anal-
ysis to the convergence of expectation values and transition amplitudes of
common quantum mechanical operators. The theory is sufficiently complete
to provide some foundation for practical calculations in both nonrelativistic
and relativistic quantum mechanics.

We consider functions defined on a suitable L2 space H with inner product
(u, v) and corresponding norm ‖u‖ = (u, u)1/2. Lebesgue measure is implicit;
Klahn and Bingel [31, 32] use that of 3N -dimensional Euclidean space, but
their results are not restricted to this choice. Suppose that B is a positive-
definite and self-adjoint linear operator with domain DB , dense in H. Then
there exists a constant β > 0 such that

(u,Bu) ≥ β(u, u), ∀u ∈ DB .

Assume now that the lower part of the spectrum of B contains a finite
or infinite number of isolated eigenvalues. Suppose we pick a basis set,
Φ := {φm,m = 1, 2, . . .}, which is complete in H. As Φ is complete, we can
choose a linear combination of the functions φm which approximates any ele-
ment ψ ∈ H as closely as we please. Is this enough for E-convergence: can we
guarantee that Rayleigh-Ritz approximations to eigenvalues and eigenstates
converge as we enlarge the linear manifold of basis functions? Mikhlin [34]
was able to prove E-convergence if the set Φ is complete in the energy space
HB , defined as the closure of DB with respect to the B-norm

‖u‖B = (u,Bu)1/2.

Bonitz [35] then extended this to excited states.
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Theorem 5.9 (Bonitz). Let the set Φ be complete in HB. Then the Rayleigh-
Ritz method for the positive-definite operator B using trial functions of the
form

w(M) =
M∑

m=1

cmφm

is equivalent to a matrix eigenvalue problem of the form (5.5.2). The eigen-
values b(M)

i of the matrix BM converge as M → ∞ to the exact eigenvalues
b0, b1, . . . bI , where bI is the lowest exact (isolated) degenerate eigenvalue of
B.

We refer the reader to the original papers for the full proof. It rests on the
expression

(w(M), Bw(M))− bi ≤ 2biβ−1/2‖w(M) − wi‖B + ‖w(M) − wi‖2B

for the difference between the estimate (w(M), Bw(M)) and the exact eigen-
value bi. This inequality is valid, in particular, for w(M) = w

(M)
i , where w(M)

i

is the i-th eigenvector of BM . The Ritz eigenvalues are characterized by the
Weyl-Courant theorem 5.6 as

b
(M)
i = min

w(M) ∈ D(M)
i

(w(M), Bw(M))
(w(M), w(M))

(5.5.3)

where
D(M)

i = {w ∈ D(M) | (w,w(M)
j ) = 0, j < i}.

and D(M) ⊂ Φ is the linear span of φ0, . . . , φM−1. Thus b(M)
0 is the overall

minimum of (5.5.3) on D(M). If the Ritz eigenfunction w(M)
0 does not converge

to the ground state, then by (5.5.3), no sequence w(M) ∈ D(M) can be found
such that b(M)

0 converges to b0, contradicting the assumed completeness of the
set Φ in HB .

More specifically, the nonrelativistic molecular Hamiltonians describing
atoms, molecules and solids have the form

H = T + V,

where

T =
1
2
p2 =

1
2

N∑
k=1

p2
k.

with domain
DT = {u(r) | (1 + p2)û(p) ∈ L2}

and û(p) is the Fourier transform of u(r), whilst
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V = −
∑
A

ZA

N∑
i=1

1
riA

+
∑
i<j

1
rij
,

where ZA is the charge on nucleus A, riA is the distance between A and
electron i and rij is the separation of electrons i and j. It can be shown that
V is T -bounded so that

‖V u‖ ≤ a‖Tu‖+ b‖u‖, u ∈ DT , (5.5.4)

where a can be taken arbitrarily small. It follows from Theorem 5.1 that H
is self-adjoint with domain DT and that all eigenfunctions of H are elements
of DT . Using (5.2.2) we can deduce that V is also relatively bounded by T in
the quadratic form sense,

|(u, V u)| ≤ a′‖T 1/2u‖+ b′‖u‖, (5.5.5)

where the constants a′ and b′ > 0 are positive, and a′ can be made arbitrarily
small and T 1/2 is the square root of the positive-definite operator T , with
domain

DT 1/2 = {u(r) | (1 + |p|)û(p) ∈ L2}
Since T 1/2 is a maximal multiplication operator, it is self-adjoint on DT 1/2

as is the operator (1 + T )1/2 on the same domain. The condition (5.5.4) is
more restrictive in this respect than (5.5.5) as the latter can still be valid for
potentials that violate (5.5.4).

The Hamiltonians, H, are not positive definite although they are always
bounded below. However, the operator

B = c+H

is positive definite for some positive values of c, and DB = DH . Now choose a
basis set Φ complete in the energy space HB with norm ‖u ‖B = (u,Bu)1/2.
Then Theorem 5.9 assures us that the Rayleigh-Ritz procedure based on Φ
converges.

Criteria for convergence in suitably defined Hilbert spaces of this sort
which do not depend on the details of the potential V have been devised
by Mikhlin, Kato and others. This is straightforward when V satisfies the
condition (5.5.5): define a new energy space HA that is the closure of DT with
respect to the norm ‖u‖A = (u,Au)1/2 with A = c+ T . The condition (5.5.5)
is sufficient to make the A-norm and B-norm equivalent, in the sense that we
can find positive constants k1, k2 such that

k1‖u‖A ≤ ‖u‖B ≤ k2‖u‖A,∀u ∈ DT .

This leads to

Theorem 5.10 (Mikhlin’s criterion). Let the basis set Φ be complete in
HA. Let H have eigenvalues E0 < E1 < . . . < EI < . . ., where EI is the first
exact degenerate eigenvalue. Then the Rayleigh-Ritz method with respect to
the basis set Φ converges.
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The proof follows the same lines as Theorem 5.9, being based on an esti-
mate of the form

(w(M), Hw(M))− Ei ≤ 2|Ei|c−1/2‖w(M) − wi‖A

+(2 + 2a′ + b′c−1)‖w(M) − wi‖2A.

The conclusion does not depend upon the precise value of the constant c
because T is itself positive definite.

The energy space HA can also be defined as the closure of DT with respect
to the A′-norm ‖u‖A′ = (u, (c+T 1/2)2u)1/2. This choice enables us to identify
the domain as the Sobolev space W (1)

2 consisting of all L2 functions whose
(generalized) first derivatives are also in L2.

It is usually more convenient to express Mikhlin’s criterion as a condition
on sets of functions in L2 rather than as completeness in HA. This can be
done using the following lemma [36]:

Lemma 5.11. Let L2
ρ be the Hilbert space of all quadratically integrable func-

tions with positive-definite weight function ρ. Then Φ is complete in L2
ρ if and

only if {ρ1/2φm} is complete in L2.

This makes HA an L2
ρ space in the momentum representation with ρ = c+ T

if we use closure with respect to the A-norm or ρ = c+ T 1/2 if we use closure
with respect to the A′-norm. With this interpretation, we can write the last
theorem in the form

Theorem 5.12. The set Φ = {φm} is complete in HA if and only if either
{(c+ T )1/2φm} or {(c+ T 1/2)φm} with c > 0 is complete in L2.

This sort of consideration leads to

Theorem 5.13 (Kato’s criterion). Let the system {(c + T )φm}, c > 0 be
complete in L2. Then the Rayleigh-Ritz method for the eigenvalues of H based
on the set Φ = {φm} converges for all states to the exact eigenvalues of H.

The set {(c + T )φm}, c > 0 is complete in L2 if and only if Φ = {φm}
is complete in HA2 , defined as the closure of DT with respect to the A2-norm
‖u‖A2 = (u,A2u)1/2 = ‖(c+ T )u‖.

The first part of the theorem is based on a characterization of the Ritz eigen-
values using H itself rather than B, using an inequality

(w(M), Hw(M))− Ei ≤
[
a+ |Ei|
c

+ b+ 1
]
‖w(M) − wi‖A2 .

The second part involves recognizing that HA2 is an L2
ρ space in the momen-

tum representation with ρ = (c + T )2 and DT = HA2 = W
(2)
2 , where the

Sobolev space W (2)
2 consists of all L2 functions whose (generalized) second

derivatives are also in L2.
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The different convergence criteria are, of course, inequivalent though re-
lated. The spaces involved satisfy

L2 ⊃ HA ⊃ HA2

and we have

Theorem 5.14. Let Φ = {φm} be complete in HA2 : then Φ is complete in
HA. Also let Φ = {φm} be complete in HA: then Φ is complete in L2.

Note that assertions of the converses are false: there exist sequences which are
complete in L2 but which are not complete in HA, and so on.

5.5.3 Convergence of the Rayleigh-Ritz method in nonrelativistic
quantum mechanics

So far we have criteria for convergence of Rayleigh-Ritz eigenvalues to the
exact eignvalues of nonrelativistic Hamiltonians. In practice, we need to work
within a finiteM -dimensional subspace, and we should like to know how close
our eigenvalue estimates are to the exact values, in what sense approximate
eigenfunctions w(M)

i = PMui defined on this subspace are close to the true
eigenfunctions ui, and whether the approximate expectation values and tran-
sition matrix elements derived from them are sufficiently close to the true
values to be of practical use.

Rayleigh-Ritz eigenfunctions converge in the mean to the exact eigenfunc-
tion whenever the Ritz eigenvalue converges to the exact eigenvalue. This
follows from the inequalities

‖w(M)
0 − u0‖2 ≤ 2

E
(M)
0 − E0

E1 − E0

[37] and

‖w(M)
i − ui‖2 ≤ 2

E
(M)
i − Ei

Ei+1 − Ei

⎧⎨⎩1 +G2
i

i−1∑
j=0

(Ei+1 − Ej)

⎫⎬⎭
[38] where

Gi =
i−1∑
j=0

(Ei − E(M)
j )−1/2.

Convergence of the wavefunction in the A-norm (Ψ -convergence) follows
from

‖w(M)
i − ui‖2A ≤ (E(M)

i − Ei)[(1− a′)−1 + 2(Ei+1 − Ei)−1Hi]

where
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Hi = [c+ (b′ + |Ei|)(1− a′)−1]

⎧⎨⎩1 +G2
i

i−1∑
j=0

(Ei+1 − Ej)

⎫⎬⎭ .
Thus Ψ -convergence (in theA-norm) is a necessary condition for E-convergence,
and we have

Theorem 5.15. A necessary and sufficient condition for the Rayleigh-Ritz
method to converge to the lowest N exact non-degenerate eigenvalues is that
the lowest N exact eigenfunctions of the Hamiltonian can be approximated in
the A-norm with any desired accuracy in terms of the basis.

This is about as far as we can go to characterize the convergence of
eigenvalues and eigenfunctions. It seems to be impossible to make definite
statements about Rayleigh-Ritz convergence in the A2 norm, even when the
method is E-convergent. We might hope to say something about convergence
of the Schrödinger equation in the mean, that is to say of the mean square
residual

‖(H − E(M)
i )u(M)

i ‖2,

when the Rayleigh-Ritz method is E-convergent, but this seems not to be the
case. It is known however that, when the Rayleigh-Ritz method converges,
the mean square residual and ‖w(M)

i − ui‖2A2 converge or diverge together.
The outcome of this lengthy investigation, according to Klahn and Bin-

gel [31, 32], can be summarized quite simply. As usual, we build many-electron
wavefunctions from products of one-body wavefunctions for which the space
A can be identified with the Sobolev space W (1)

2 (R3) ⊂ L2(R3) equipped with
the norm

‖ψ‖2
W

(1)
2

= 〈u| 1 + T |u〉 = ‖(1 + T )1/2u‖2L2 . (5.5.6)

Thus we have only to construct an M -dimensional basis set W(M) that, as
M → ∞, is complete in W (1)

2 (R3) to be certain of E-convergence both to
eigenvalues and eigenfunctions of the Hamiltonian.

This analysis has been extended by Klahn and Morgan [33] to convergence
of expectation values and transition matrix elements. They rely on the

Lemma 5.16. For any trial function w(M) ∈ W(M), the sequence

〈A〉(M) := 〈w(M)|A |w(M)〉

converges to 〈A〉 = 〈u|A |u〉 if and only if w(M) → u as M → ∞ in the
A-norm.

This is a direct consequence of two inequalities

|〈A〉(M) − 〈A〉| ≤ ‖w(M) − u‖2A + 2〈A〉1/2‖w(M) − u‖A

and
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‖w(M) − u‖2A ≤ |〈A〉(M) − 〈A〉|+ 2‖Au‖ · ‖w(M) − u‖.

Thus the set W spanning W (1)
2 must be A-complete for the sequence of

Rayleigh-Ritz eigenfunctions {w(M)} also to give a convergent sequence of
approximations 〈A〉(M).

We can avoid having to deal with A-completeness if the operator A is rela-
tively form-bounded by T : that is, there exists a pair of non-negative numbers
a, b such that

|〈u|A |u〉| < a〈u |u〉+ b〈u|T |u〉, ∀u ∈ D(T ). (5.5.7)

This includes a wide range of operators: bounded operators, for which we can
set b = 0; Coulomb potentials; T itself (with a = 0 and b = 1); components of
the momentum operator p; and nonrelativistic atomic and molecular Hamil-
tonians, H. Clearly, T can be relatively form bounded by H + c, where c > 0
is chosen large enough that H + c has a purely positive spectrum. Then if
〈u|A |u〉 satisfies (5.5.7), we choose c > 0 so that T +c is strictly positive, and
the sequence w(M) is E-convergent to ψ in the T + c norm, then

‖w(M) − u‖2A ≤ max(a/c, b)‖w(M) − u‖2T+c

so that {w(M)} is alsoA-convergent to u. It is sufficient forW to be complete in
the Sobolev space W(1)

2 . Finally, it is straightforward to show that transition
matrix elements of the form 〈w(M)

i |A |w(M)
j 〉 converge to the desired limit

〈ui|A |uj〉 as M → ∞ provided the sequences {w(M)
i } and {w(M)

j } are also
A-convergent.

5.6 The Rayleigh-Ritz method in relativistic quantum
mechanics

The Rayleigh-Ritz method can be applied to relativistic problems in atomic
and molecular physics along similar lines by replacing nonrelativistic single
particle functions by Dirac 4-spinors. The procedures of the last section are not
applicable to such problems as they stand because the Dirac atomic Hamilto-
nian has no global lower bound. Following [39, 40, 41] we shall show that the
nonrelativistic theory can be adapted for relativistic problems so that similar
computational strategies can be used. We begin with the Galerkin equations
for the one-electron problem, after which the way is open for applications to
the structure of atoms, molecules and solids .

5.6.1 The finite matrix method for the Dirac equation

The finite matrix method approximates Dirac spinors in a problem with many
atomic nuclear centres by writing down a trial solution
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ψa(x) =

[ ∑N
µ=1 c

+1
µaM [+1, µ,x]

i
∑N

µ=1 c
−1
µaM [−1, µ,x]

]
, (5.6.1)

where a labels each atomic or molecular spinor and β = ±1 labels the upper
and lower components respectively. It is often sufficient just to use the sign
of β as a label, and we shall do so whenever this causes no ambiguity.1 The
expansion coefficients cβµa are in general complex numbers. The form of the
2-component functions M [β, µ,x] will be discussed in more detail later. The
multi-index µ completely specifies each basis spinor; in general it will have
the form

µ := {A, κ, j,m, . . .}

where A labels the atomic centre taken as the origin for x and the dots
signify other parameters which may be required. When we wish to focus on
one parameter belonging to a particular multi-index, we shall write Aµ, or jµ,
etc. For the time being, we shall consider just a single atomic centre, so that
the label A is redundant. We write the Dirac Hamiltonian for an electron in
the field of a static potential energy function U(x), x ∈ R3, in the usual form

ĥD = cα · p + β mc2 + U(x). (5.6.2)

The Rayleigh-Ritz method based on the trial function of (5.6.1) generates
a 2N -dimensional set of approximate eigenvalues and eigensolutions of the
Dirac equation. When partitioned into 2 × 2 blocks in comformity with the
spinor structure of (5.6.1), the Dirac Hamiltonian (5.6.2) becomes

ĥD = cα · p + βmc2 + U(x) =
(
mc2 + U(x) cσ · p
cσ · p −mc2 + U(x)

)
, (5.6.3)

where a 2 × 2 identity matrix multiplying the scalar entries on the diagonal
has been left implicit. The expectation of this operator with respect to the
trial function (5.6.1) is a Hermitian form in the expansion coefficients

c =
(

c+1

c−1

)
, (5.6.4)

where the cβ , β = ±1 are N -rowed column vectors. The Rayleigh quotient
corresponding to (5.5.1) can then be written

R(c) = c†Hc / c†Sc (5.6.5)

where H and S are 2N × 2N Hermitean matrices which we partition into
N ×N blocks so that

1 The labels T = L for β = +1 and and T = S for β = −1 were used in the original
papers.
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H =
[
mc2S++ + U++ cΠ+−

cΠ−+ −mc2S−− + U−−

]
,

(5.6.6)

S =
[
S++ 0
0 S−−

]
.

The Galerkin equations that result from (5.6.5) can then be written[
(mc2 − E)S++ + U++ cΠ+−

cΠ−+ −(mc2 + E)S−− + U−−

] [
c+

c−

]
= 0, (5.6.7)

where E is one of the eigenvalues of this 2N -dimensional algebraic system.
The original mathematical problem has now been approximated by an al-

gebraic system which, we hope, exhibits many of the properties of the original.
We discussed the convergence of Rayleigh-Ritz calculations in nonrelativistic
quantum mechanics in the last section, and it is clear that the choice of 2-
component basis spinor families M [β, µ,x], which generate the matrix blocks
of (5.6.7), needs some care. One consideration will be the ease with which we
can generate the various matrices, especially when they involve basis spinors
centred on different atomic nuclei. In the present case, the Gram (or overlap)
matrices Sββ′

have elements

Sββ′
µν = δββ′

∫
M [β, µ,x]†M [β′, ν,x] dx, (5.6.8)

and similarly the atomic mean field potential matrices Uββ′
have elements

Uββ′
µν = δββ′

∫
M [β, µ,x]† U(r)M [β′, ν,x] dx. (5.6.9)

The kinetic matrices Πββ′
= (Πβ′β)† have elements

Πββ′
µν := δβ′,−β

∫
M [β, µ,x]† σ · pM [−β, ν,x] dx, (5.6.10)

However there is more at stake than computational convenience, and we shall
see that it is essential to incorporate specific relations between the basis spinor
components to make the method successful.

5.6.2 Convergence of Rayleigh-Ritz methods for Dirac
Hamiltonians

The existence of a lower bound for nonrelativistic Hamiltonians of atomic
and molecular physics plays a crucial role in Section 5.5. In particular, the
eigenvalues τ (N)

i , i = 1, 2, . . . , N of the Galerkin equations (5.5.2) derived from
a self-adjoint, non-negative compact operator T are, according to Theorem 5.7,
upper bounds to the corresponding exact eigenvalues, ti, of T itself:
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0 < t1 ≤ τ (N)
1 ≤ . . . ≤ tN ≤ τ (N)

N . (5.6.11)

However, this is not quite the end of the story, and Stakgold [42] points out
a number of corollaries, in particular

1. If T is non-positive then -T is non-negative and (5.6.11) holds with the
inequalities reversed.

2. If T is indefinite then (5.6.11) holds for the positive eigenvalues and also,
with the inequalities reversed, for the negative ones.

When these results are combined with the next theorem, we have sufficient to
extend the Raleigh-Ritz method to Dirac operators:

Theorem 5.17. Let ĥD be the Dirac operator of (5.6.2) with potential func-
tion U(x) < 0, and suppose that 0 > (ψ |U |ψ)/(ψ |ψ) > Umin > −2mc2

for all trial functions ψ in the dense domain, D(ĥD), in the Hilbert space H.
Assume, as is usually the case, that the spectrum of ĥD consists of a point
spectrum E1 < E2 < . . . in the interval (−mc2,+mc2) with a point of ac-
cumulation at +mc2, and a continuous spectrum with one branch E > mc2

and the other in E < −mc2. Then there exists a lower bound E to the point
spectrum with −mc2 < E < E1, and an upper bound E ≤ −mc2 to the lower
branch of the continuous spectrum.

Proof: Consider the family of operators

ĥD(ν) = cα · p + β mc2 + ν U(x), 0 ≤ ν ≤ 1

so that ĥD(0) is the free-particle Dirac Hamiltonian, and ĥD(1) = ĥD The
Rayleigh quotient

Rψ(ν) =
(ψ | ĥD(ν) |ψ )

(ψ |ψ )
= Rψ(0) + ν (ψ |U(x) |ψ )/(ψ |ψ ).

represents an estimate of the eigenvalue corresponding to the trial function
ψ. When ν = 0, we know that the spectrum has two disjoint branches, one
with E ≥ +mc2, the other E ≤ −mc2. Suppose we choose ψ such that
Rψ(0) > +mc2; because Umin ≤ (ψ |U(x) |ψ )/(ψ |ψ ) < 0 by hypothesis,
we have Rψ(ν) > mc2 + Umin > −mc2 so that, in particular, there exists an
E > −mc2 so that each trial eigenvalue Rψ(1) > E. Because D(ĥD) is dense
in H, we conclude that every point eigenvalue satisfies Ei > E. Similarly, if
we choose trial functions such that Rψ(0) < −mc2, we conclude that there
exists E such that Rψ(1) < E ≤ −mc2. �

Extension of the Rayleigh-Ritz method to the Dirac equation depends
upon several conclusions that we can draw from these results:

1. For Dirac Hamiltonians appearing in atomic and molecular structure, the
lower (negative energy) spectrum has an upper bound E. The Galerkin
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equations (5.6.7) have 2N eigenvalues which we may label E(N)
i , i =

1, 2, . . . , 2N in increasing order. Then

E
(N)
1 ≤ E(N)

2 ≤ . . . ≤ E(N)
N < E ≤ −mc2

provide N square integrable wavepacket approximations to scattering so-
lutions in the lower Dirac continuum.

2. Similarly E furnishes a lower bound to the bound state eigenvalues and
the upper (positive energy) continuum.

−mc2 < E < E1 ≤ E(N)
N+1 ≤ E2 ≤ E(N)

N+2 ≤ . . . < E
(N)
2N .

The eigenvalues indexed N+1, N+2, . . . are upper bounds, hopefully good
approximations, to the lowest bound state eigenvalues of ĥD. As in similar
nonrelativistic Rayleigh-Ritz calculations, some of the higher eigenvalues
will be below the accumulation point +mc2 and represent Rydberg states.
Those above +mc2 will represent square integrable wavepacket approxi-
mations to scattering states in the upper Dirac continuum.

3. The estimate Umin > −2mc2, which ensures that eigenvalues of the up-
per set do not fall below −mc2, provides a very slack lower bound E.
From the nonrelativistic virial theorem, for which the expectation value
〈U 〉 = −2〈T 〉, where T is the kinetic energy operator, we expect that the
minimum bound eigenvalue E(N)

N+1 is of order Umin/2. This is confirmed
by numerical calculations [41].

4. Stakgold [42] comments that increasing the dimension, N , of the basis
set generally improves the approximation. For this we need a basis set
that can be completed in a suitable sense as N → ∞. The notions of
nonrelativistic E-convergence and A-convergence must be adapted to the
relativistic problem so that E(N)

N+i → Ei, i = 1, 2, . . . for bound states in
the point spectrum.

5. The Rayleigh-Ritz eigenvalues in the continuum do not converge as N
increases. However for each fixed N the eigenvalues and eigenfunctions can
be used in sum-over-states perturbation formulas such as (4.8.2) replacing
the numerical integration over the energy parameter. The sum-over-states
must then converge asN →∞. Spinor basis sets in relativistic calculations
must have completeness properties that guarantee this convergence.

The domain of the operator K̂ = ĥD(0), D(K̂), can be written

D(K̂) = D+(K̂) ∪ D−(K̂) (5.6.12)

where

D+(K̂) =
{
ψ |〈ψ | K |ψ〉 ≥ mc2

}
, D−(K̂) =

{
ψ |〈ψ | K |ψ〉 ≤ −mc2

}
Clearly D+(K̂) ∩D−(K̂) = ∅; no Cauchy sequence in D+(K̂) can have a limit
in D−(K̂) and vice versa.
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For bound state calculations, we are interested in using the Rayleigh-Ritz
method to approximate the point spectrum, which we have seen are connected
to states ψ in D+(K̂). This enables us to define a D-norm on D+(K̂) by

‖ψ‖2D = 〈ψ | K |ψ〉, ψ ∈ D+(K̂)

so that we only need to choose a basis which is complete with respect to the
D-norm in D+(K̂) to be sure that the Rayleigh-Ritz method will generate
reliable estimates of point spectra.

Fortunately, most of the operators that occur in relativistic calculations
in atomic and molecular physics are form bounded with respect to K in the
sense of (5.5.5), namely

|〈ψ |V |ψ〉| ≤ a〈ψ | K |ψ〉+ b‖ψ‖2, ψ ∈ D+(K̂),

so that we can define a form of A-convergence for such Dirac operators. The
list includes

1. Bounded operators: Dirac α and β matrices; operators such as α×x and
α ·A, where A is the vector potential of some external field.

2. Powers rλ with λ ≥ −1 (including the Coulomb operator).
3. Components of the (3-)momentum operator p, the position x and combi-

nations such as α · p.
4. Other pieces of ĥD.

5.7 Spinor basis sets

It is important to take the functional relations between the four components
of a Dirac spinor into account when designing approximation schemes. The
main factors influencing the design are:

1. The nuclear Coulomb field dominates the dynamics near each centre. It is
therefore desirable that spinor basis functions behave asymptotically like
central field spinors (3.2.4) near r = 0:

Φκm(x) =
(
Φ+

κm(x)
iΦ−

κm(x)

)
≈ 1
r

(
f+

κ (r)χκm(θ, ϕ)
if−

κ (r)χ−κm(θ, ϕ)

)
. (5.7.1)

2. Basis spinors of the form (5.7.1) should, as far as practicable, be con-
structed so that the approximate Dirac spinors satisfy the boundary con-
ditions, §5.3, as r → 0 and r →∞.

3. We should the equations to exhibit nonrelativistic behaviour in the math-
ematical limit c → ∞. When the dynamics is dominated by the nuclear
Coulomb field, (3.2.2, basis spinors should satisfy approximately an equa-
tion of the form
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U(r)− ε cσ · p
cσ · p −2mc2 − ε+ U(r)

)(
Φ+

κm(x)
iΦ−

κm(x)

)
= 0. (5.7.2)

where ε = E−mc2 is the energy relative to the usual nonrelativistic zero.
For c sufficiently large, 2mc2 � ε− U(r), this reduces to(

U(r)− ε cσ · p
cσ · p −2mc2

)(
Φ+

κm(x)
iΦ−

κm(x)

)
≈ 0,

and the lower equation gives the Pauli approximation, (3.2.14) and
(A.4.12),

iΦ−
κm(x) → 1

2mc
σ · p Φ+

κm(x). (5.7.3)

Substituting this into the upper equation

(U(r)− ε)Φ+
κm(x) + cσ · p iΦ−

κm(x) = 0, (5.7.4)

gives {
1

2m
(σ · p)2 + (U(r)− ε)

}
Φ+

κm(x) = 0, (5.7.5)

so that, with the aid of the formal operator identity,

(σ · p)2 = p2, (5.7.6)

we see that Φ+
κm(x) satisfies Schrödinger’s equation in the limit. This

suggests that the radial amplitudes, (5.7.1), should satisfy

f−
κ (r) → 1

2mc

(
d

dr
+
κ

r

)
f+

κ (r). (5.7.7)

as c → ∞. We shall say that basis spinors satisfying (5.7.3) and (5.7.7)
apart from a normalization constant are kinetically matched.

4. Acceptable basis spinors must be complete in a suitable Hilbert space.
In particular, matrix elements of components of the Dirac Hamiltonian,
U(r), α · p and β must be finite.

Let us now apply similar reasoning to the matrix Dirac equation (5.6.7).
The matrix analogue of (5.7.3) is

c− =
1

2mc
(
S−−)−1

ΠΠΠ−+c+

and that of (5.7.5) is{
1

2m
Π+− (S−−)−1

Π−+ + (U++ − εS++)
}

c+ = 0 (5.7.8)

For this to be the matrix Schrödinger equation in the space spanned by the
2-component basis spinors Φ+

κm(x), we need to ensure that



292 5 Analysis of Dirac Hamiltonians

T++ =
1

2m
Π+− (S−−)−1

Π−+, (5.7.9)

where T++ is the matrix of the nonrelativistic kinetic energy, p2/2m.
This is by no means straightforward. Elementary quantum mechanical

texts often make the point that it is not possible to reproduce the canoni-
cal commutation relations [x, p ] = i� in a finite matrix representation. The
presence of (S−−)−1, the inverse of the small component Gram matrix, indi-
cates that we have an approximate resolution of the identity; in general, the
Dirac matrix representation of T has too small an expectation value unless
the β = −1 basis set is complete [39, 43, 44, 45]. The error due to incom-
pleteness of the basis set lowers estimates of Dirac eigenvalues and predicts
binding energies which are larger than they should be.

Fortunately, there is a simple way out: kinetic matching of the basis
spinors [40]. In the notation of (5.6.1), we introduce 2-spinor basis elements
M [β, µ,x] satisfying

M [−1, µ,x] ∝ σ · p M [+1, µ,x]

(compare (5.6.8), (5.7.3)). Introduce normalization factors Nβ
µ such that

M [β, µ,x] = Nβ
µm[β, µ,x]. (5.7.10)

Then

Sββ
µν = Nβ

µN
β
ν s

ββ
µν , sββ

µν =
∫
m[β, µ,x]†m[β, ν,x]dx (5.7.11)

The normalization constants may be chosen for convenience, for example to
make the diagonal elements of the Gram matrix unity:

Sββ
µµ =

(
Nβ

µ

)2
sββ

µµ = 1

for all values of µ. From (5.6.10), this means that

Π−+
µν = Π+−∗

νµ =
∫
M [−1, µ,x]† σσσ · pM [+1, ν,x] dx = S−−

µν , (5.7.12)

from (5.7.10) and
Π+− (S−−)−1

Π−+ = S−− (5.7.13)

which makes the calculation of the kinetic matrices a trivial matter.
To verify equivalence of S−−/2m, (5.7.13), with T++, (5.7.9), we first

integrate over angles to reduce the problem to a radial integration. We write

m[β, µ,x] =
gβ

µ(r)
r
χκm(θ, ϕ) (5.7.14)

The radial kinetic energy Tr is diagonal with respect to the angular quantum
number κ and its β = +1 matrix block has elements
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t++
µν =

1
2m

N+
µ N

+
ν

∫ ∞

0
g+∗

µ (r)
(
− d2

dr2
+
l(l + 1)
r2

)
g+ν (r)dr

The differential operator can be factorized and an integration by parts gives

2mt++
µν =

∫ ∞

0

[
N+

µ

(
d

dr
+
κ

r

)
g+µ (r)

]∗ [
N+

ν

(
d

dr
+
κ

r

)
g+ν (r)

]
dr

= N−
µ N

−
ν

∫ ∞

0
g−∗

µ (r)g−
ν (r) dr

= N−
µ N

−
ν s

−−
µν = S−−

µν

as required. We could also apply a similar argument to negative energy states
to give a nonrelativistic Schrödinger equation for low-lying positron states.
This involves setting ε = E+mc2, interchanging the roles of the β components,
replacing κ by κ̄ = −κ and l by l̄ = l ± 1, depending on the sign of κ̄.

Kinetic matching is therefore central to basis set design for approximation
of Dirac wavefunctions and to the explanation of the pathological “disorders”
described in §4.13 and §5.5. The kinetic matching connection, (5.7.7), gen-
erates functions that do not belong to the β = +1 basis set; the disorders
described in the literature stemmed from choosing a β = −1 basis set con-
sisting of the β = +1 functions together with additional functions intended
to “balance” the set kinetically [46]. This makes it impossible to satisfy the
one-to-one kinetic matching relation (5.7.7). Moreover, the increase in the
dimension of the β = −1 basis accentuates linear dependence problems, it-
self undesirable, and the algebraic equivalence of Π+− (S−−)−1

Π−+/2m and
T++ is also lost. The unmatched small component basis functions lead to spu-
rious states having no physical meaning. Kinetic matching, as defined here,
eliminates the problem.

5.8 L-spinors

L-spinors were first mentioned in [47], although they were introduced with
a different name in an earlier paper [49, eq. (71)] (see also [50, p. 240] and
[51, §22.6.3] and [41]). The name differentiates them from the similar “rela-
tivistic Coulomb Sturmian functions” introduced by Szmytkowski [52] whose
definition does not satisfy the full kinetic matching criteria.

Nonrelativistic Coulomb Sturmian functions [53, 54] constitute a countable
basis of analytic functions which can be shown to be complete on suitable func-
tion spaces for the representation of both bound and scattering nonrelativistic
radial wavefunctions. There have been many applications. The definition of
L-spinors, which are relativistic analogues, ensures that L-spinor properties,
in particular orthogonality and completeness, reduce smoothly to those of the
Coulomb Sturmians in the limit c→∞.
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The Dirac Coulomb eigenfunctions (3.3.22) and (3.3.23), from which L-
spinors are derived, are best expressed in terms of Laguerre polynomials, Ap-
pendix A.3.3, rather than the corresponding confluent hypergeometric func-
tions, Appendix A.3.2, used elsewhere in this book. See (A.3.28) for the con-
nection. In the notation of (5.7.14), the unnormalized radial L-spinor ampli-
tudes [51, 22.147 and 22.148] are

f+
nrκ(x) = xγe−x/2

{
−(1− δnr,0)L

2γ
nr−1(x) +

Nnrκ − κ
nr + 2γ

L2γ
nr

(x)
}
, (5.8.1)

and

f−
nrκ(x) = xγe−x/2

{
−(1− δnr,0)L

2γ
nr−1(x)−

Nnrκ − κ
nr + 2γ

L2γ
nr

(x)
}
, (5.8.2)

where, for some positive constant λ, x = 2λr, nr is a non-negative integer,
and

γ = +
√
κ2 − Z2/c2, Nnrκ = +

√
n2

r + 2nrγ + κ2, (5.8.3)

are respectively the leading exponent of the power series expansion of the
functions about x = 0 and the apparent principal quantum number. The
L-spinors are solutions of the differential equation system⎡⎢⎢⎣

1
2
− αnrκZµ

2

dc
1
x

− d

dx
+
κ

x
d

dx
+
κ

x
−1

2
− Z

αnrκµ2c

1
x

⎤⎥⎥⎦
[
µ−1f+

nrκ(x)

µf−
nrκ(x)

]
= 0, (5.8.4)

where c is the speed of light and µ2 is a root of the equation

µ4 − 2c
λ
µ2 + 1 = 0. (5.8.5)

We choose

µ2 =
c

λ

(
1 +

√
1− λ2

c2

)
, µ−2 =

c

λ

(
1−
√

1− λ2

c2

)
.

which ensures that f+
nrκ(x) → const. Snrl(x) in the nonrelativistic limit c →

∞ (see below). The analogue of the nonrelativistic energy parameter E0 =
−λ2/2 is

ER
0 = c2

√
1− λ2/c2 = c2 + E0 +O(1/c2). (5.8.6)

The boundary conditions as r → 0 and r →∞ are satisfied when

αnrκ = Nnrκλ/Z

and, when αnrκ = 1, the L-spinor amplitudes coincide with the Dirac-Coulomb
eigenfunctions with principal quantum number n = nr + |κ| given by (3.3.22),
(3.3.23).
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5.8.1 Kinetic matching and the nonrelativistic limit

The definitions (5.8.1) and (5.8.2) and relations listed in Appendix A.3.3 can
be used to verify that L-spinors satisfy the kinetic matching condition (5.7.7),
with suitable normalization, in the nonrelativistic limit. because γ → |κ| and
Nnrκ → n, we have

f+(x) → const. xl+1e−x/2 {−(1− δnr0)L2l+2
nr−1(x) + L2l+2

nr
(x)
}

= const. xl+1e−x/2L2l+1
nr

(x) (5.8.7)

for negative values of κ = −l − 1, using [55, (22.7.30)] in the second line.
Similarly for positive κ = l, for which nr ≥ 1, we have

f+(x) → const. xle−x/2
{
−(1− δnr0)L2l

nr−1(x) +
nr

nr + 2l
L2l

nr
(x)
}

= const. xle−x/2 {−(nr + 2l)L2l
nr−1(x) + nrL

2l
nr

(x)
}

= const. xl+1e−x/2L2l+1
nr

(x), (5.8.8)

using [55, 22.7.31] in the third line. Because nr = n− l− 1, we verify that as
c→∞, for both signs of κ,

f+(x) → const. Snl(x),

where Snl(x) is the Coulomb Sturmian of (B.5.12). A similar analysis shows
that

f−(x) → const.
(
d

dx
+
κ

x

)
Snl(x),

which verifies the kinetic matching property (5.7.7).

5.8.2 Orthogonality properties

The standard orthogonality properties of Laguerre polynomials can be used to
write down L-spinor generalizations of Sturmian properties. A natural starting
point is to mimic the derivation of orthogonality relations for nonrelativistic
Sturmians starting from the defining equation (5.8.4). Multiplying from the
left by the adjoint vector [µ−1f+

n′
rκ, µf

−
n′

rκ] and the weight function 1/x, and
subtracting the result from the corresponding equation with nr and n′

r inter-
changed gives

(αnrκ − αn′
rκ)
∫ ∞

0

{
f+

n′
rκ(x)f+

nrκ(x)

− (αnrκαn′
rκ)−1f−

n′
rκ(x)f−

nrκ(x)
} dx
x

= 0

Thus the integral vanishes if the eigenvalues αnrκ and αn′
rκ are different.

Although this reduces to the usual Sturmian orthogonality relation in the
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nonrelativistic limit, the integrand is not obviously positive definite and the
result is therefore not very useful. A more profitable approach makes use of
the unweighted Gram matrix. We choose the same normalization factor Nnrκ

for both f+
nrκ(x) and f−

nrκ(x):

g(κ)
nrnr

= N 2
nrκ

{
(1− δnr0)

Γ (2γ + nr)
(nr − 1)!

+
(
Nnrκ − κ
2γ + nr

)2
Γ (2γ + nr + 1)

(nr)!

}

= N 2
nrκ 2Nnrκ(Nnrκ − κ)

Γ (2γ + nr)
nr!(2γ + nr)

= 1,

so that

Nnrκ =
[

nr! (2γ + nr)
2Nnrκ(Nnrκ − κ)Γ (2γ + nr)

]1/2

(5.8.9)

In a similar fashion we can show that the off-diagonal elements of the L-spinor
Gram matrix are

g
(κ)
nr,(nr+1) = g

(κ)
(nr+1),nr

(5.8.10)

= −1
2
β

[
(nr + 1)(2γ + nr + 1)(Nnrκ − κ)
NnrκN(nr+1),κ(N(nr+1),κ − κ)

]1/2

for both blocks β = ±1. This reduces to the Coulomb Sturmian Gram ex-
pression (B.5.19) (up to an unimportant sign difference) in the nonrelativistic
limit.

5.8.3 Linear independence of L-spinors

The linear independence behaviour of L-spinors is very similar to that of the
Coulomb Sturmians. Writing g(N) = G(N) − I(N), we see, by expanding with
respect to the last row, that f (N)(σ) = det(g(N) − σI(N)) satisfies

f (N)(σ) = −σf (N−1)(σ)− g2N,N−1f
(N−2)(σ)

with f (1)(σ) = −σ and f (2)(σ) = σ2 − g212. We conclude inductively that
f (2k)(σ) and f (2k+1)(σ)/σ are polynomials in σ2 of degree k, so that the
eigenvalues of G(N) are in the interval (1− ρN , 1 + ρN ), where

ρN = 1− C/N2 +O(1/N3). (5.8.11)

where C is a positive constant. The eigenvalues of f (N) are distributed
symmetrically about σ = 0 when N is even, and there is an additional
zero eigenvalue when N is odd. Thus G(N) has condition number kN =
(1 + ρN )/(1 − ρN ) ∼ 2N2/C when N is large. The numerical stability ob-
served in L-spinor calculations supports this analysis [41].
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5.8.4 Completeness of L-spinors

We can establish completeness of L-spinors in a variety of Hilbert spaces by
exploiting the following [56, Lemma 5]:

Lemma 5.18 (Klahn). Let {ϕn}∞
n=1 be a complete system in a Hilbert space

H. Moreover, let anµ, (1 ≤ µ ≤ n) be arbitrary complex numbers with ann �=
0. Then the system

{ψn =
n∑

µ=1

anµϕµ}∞
n=1

is also complete in H.

To apply this to the L-spinors, we note that equations (5.8.1), (5.8.2) can be
written

fβ
nrκ(x) = anr,nr−1 x

γe−x/2L2γ
nr−1(x) + β anr,nr

xγe−x/2L2γ
nr

(x).

Because anr,nr−1 = −(1 − δnr,0), only the second term contributes when
nr = 0 for both signs of κ. Also since N0,κ = |κ|, the first non-vanishing
L-spinor for κ > 0 has nr = 1. Thus we can use the properties of Coulomb
Sturmians, §B.5.1, to infer that the L-spinors are both complete and mini-
mal on the Sobolev spaces [W (p)

2 (R3)]2 for p = 1, 2. This is exactly what we
need for constructing trial wavefunctions of the form (5.6.1) for Rayleigh-Ritz
approximation of Dirac four-component wavefunctions.

5.8.5 Charge conjugation and L-spinors

Dirac four-spinors transform under charge conjugation, §3.1.6, so that

ψ → ψc = C ψ
t

(5.8.12)

where the superscript t denotes transposition and ψ = ψ∗γ0 is Dirac conju-
gation. The matrix C is given by (§A.2)

C = iγ2γ0 =
[

0 −iσ2

−iσ2 0

]
.

When the radial amplitudes P (r), Q(r) are real, it is easy to show that if

ψ =
1
r

[
P (r)χκ,m

iQ(r)χ−κ,m

]
then

ψc = −i(−1)m+1/2
[
Q(r)χ−κ,−m

iP (r)χκ,−m

]
Under this transformation, expectation values of the charge-current vector
remain invariant, whilst those of spin, orbital, and total angular momentum
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change sign, as does the sign of the energy parameter E and the sign of
Z coupling the electron to the external Coulomb potential. By making the
corresponding changes

Z ↔ −Z, f+
nrκ(x) ↔ f−

nrκ(x), κ↔ −κ, µ↔ µ−1

in (5.8.4), we see that L-spinors retain the charge conjugation symmetries of
the Dirac eigenfunctions on which they are modelled. Because the mapping
µ ↔ µ−1 is equivalent to changing the sign of the energy parameter ER

0 =
+
√

1− λ2/c2, (5.8.6), so that L-spinor expansions will be able correctly to
represent positron (negative energy electron) states as well as bound states
and electron scattering states.

5.8.6 Construction of Πββ′
, Sββ′

, and Uββ′
matrices for

hydrogenic atoms

Let a := 2γ, and define

G0(a) = 1, Gk(a) =
a+ k
k

Gk−1(a), k = 1, 2, . . . (5.8.13)

and

Hmn(a) =
min{m,n}∑

k=0

Gk(a− 1). (5.8.14)

Then Uββ′
has matrix elements

Uββ′
mn = −δββ′Zλ

[
m!n!(a+m)(a+ n)

NmκNnκ(Nmκ − κ)(Nnκ − κ)(a)m(a)n

]1/2

×
{
Hm−1,n−1(a)− β

Nnκ − κ
n+ a

Hm−1,n(a) (5.8.15)

− β
Nmκ − κ
m+ a

Hm,n−1(a) +
Nmκ − κ
m+ a

Nnκ − κ
n+ a

Hmn(a)
}
.

The components of the kinetic matrices Πβ,−β are
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Π−+
mn = Π+−

nm

=
λ

2

[
m!n!(a+m)(a+ n)

NmκNnκ(Nmκ − κ)(Nnκ − κ)(a)m(a)n

]1/2

×
{

(2Nnκ + 2n− 2 + a)
[
Hm−1,n−1(a) +

Nmκ − κ
m+ a

Hm,n−1(a)
]

−Nnκ − κ
n+ a

(2n+ 2κ+ a)
[
Hm−1,n(a) +

Nmκ − κ
m+ a

Hm,n(a)
]

−2(n+ a− 1)
[
Hm−1,n−2(a)−

Nmκ − κ
m+ a

Hm,n−2(a)
]

−Gm−1,n−1(a)−
Nmκ − κ
m+ a

Gm,n−1(a)

+
Nnκ − κ
n+ a

Gm−1,n(a) +
Nmκ − κ
m+ a

Nnκ − κ
n+ a

Gmn(a)
}
, (5.8.16)

whilst the symmetric tridiagonal Gram matrices Sββ are related to the ex-
pressions (5.8.10) by

Sββ
ij = gκ

ij/2λ,

where the scale factor 2λ arises from the change of independent variable from
x to r. It is easy to assess the effect of variations in the parameter λ as it
appears here only as a constant multiplier.

5.8.7 Numerical study of L-spinor performance in hydrogenic
atoms

Equations (5.6.7) constitute a generalized eigenvalue problem for the pseudo-
eigenvalues of of the Dirac equation for the potential U(r). This system can
be solved using standard numerical software from the EISPACK collection of
algebraic eigensystem routines [57]. The generalized eigensystem Ax = λBx,
in which A and B are both symmetric and B is also positive definite, is first
transformed to an ordinary matrix eigenproblem, Cx = λx by Cholesky fac-
torization of B followed by determination of all eigenvectors and eigenvalues
of Cx = λx using the QL algorithm.2 The final output of this procedure con-
sists of the eigenvectors and eigenvalues of (5.6.7) with the latter arranged in
increasing order. Thus eigenvalues 1, . . . , N are in the negative energy region,
whilst N + 1, . . . , 2N are in the bound state and positive energy region, so
that EN+1 approximates the eigenvalue of the lowest bound state. For ease of
interpretation, we shift the energy zero to E = mc2 and write ε = E −mc2.

Table 5.1 gives the lowest bound state eigenvalues for the case of a hy-
drogenic atom of Z = 50 as a function of the dimension N of the L-spinor
basis set [41]. The eigenvalues are given in atomic units (Eh = 27.2 eV) and
the speed of light was taken to be c = α−1 = 137.0359895 atomic units.
2 A description of the algorithms can be found in [58, Chapter 11].
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Table 5.1. Computed bound state eigenvalues of a hydrogenic atom with Z = 50.

N ε1s ε2s ε3s ε4s ε5s

λ = 50.0
20 -1294.62616 -326.494806 -143.829353 -79.573094 -35.139167
40 -1294.62616 -326.494806 -143.829802 -80.370331 -51.192342
60 -1294.62616 -326.494806 -143.829802 -80.370332 -51.197724
80 -1294.62616 -326.494806 -143.829802 -80.370332 -51.197724

ε2p1/2 ε3p1/2 ε4p1/2 ε5p1/2 ε6p1/2

λ = 25.0
20 -326.494806 -143.829807 -80.370337 -51.197247 -35.202715
40 -326.494806 -143.829803 -80.370333 -51.197725 -35.433571
60 -326.494806 -143.829802 -80.370332 -51.197725 -35.433571
80 -326.494806 -143.829802 -80.370332 -51.197725 -35.433571

100 -326.494806 -143.829802 -80.370332 -51.197725 -35.433571

ε2p3/2 ε3p3/2 ε4p3/2 ε5p3/2 ε6p3/2

λ = 25.0
20 -315.144355 -140.457874 -78.952058 -50.473186 -34.755474
40 -315.144355 -140.457874 -78.952058 -50.473867 -35.015794
60 -315.144355 -140.457874 -78.952058 -50.473867 -35.015794

ε3d3/2 ε4d3/2 ε5d3/2 ε6d3/2 ε7d3/2

λ = 15.0
20 -140.457874 -78.952058 -50.473867 -35.015794 -25.703485
40 -140.457874 -78.952058 -50.473867 -35.015794 -25.703739
60 -140.457874 -78.952058 -50.473867 -35.015794 -25.703739

The variation as N increases is much as would be expected from a compara-
ble nonrelativistic bound state calculation with Coulomb Sturmians, and the
eigenvalues quickly settle down to an asymptotic value (9 significant figures)
for all the states listed. Calculations are given for a representative selection of
values of the scaling parameter λ, to which the results are relatively insensi-
tive. Note that the exact Dirac-Coulomb eigenvalue εnκ of the nκ eigenstate
is represented by a single L-spinor when λ = Z/Nnκ; all other states are a
linear superposition. Since εnκ is independent of the sign of κ, we expect to
find, for example, that ε2s = ε2p1/2 , ε3p3/2 = ε3d3/2 and so on, and this is
clearly displayed in Table 5.1. The eigenvalues εnκ converge to the exact val-
ues calculated using the Sommerfeld formula (3.3.25) as N increases. Table 5.2
shows the corresponding distribution of the three highest negative eigenvalues
of each symmetry (numbered N,N − 1, N − 2, . . .) relative to its boundary
at E = −mc2 or ε = −2mc2 as a function of the block matrix dimension N .
As these eigenvalues represent the energies of continuum states, we expect
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Table 5.2. Highest negative energy eigenvalues for Z = 50 (a.u.) relative to −2mc2.

N = 20 40 60 80 100

λ κ = −1
30 -57.6 -26.6 -17.0 -12.4 -9.7
40 -80.3 -36.7 -23.4 -17.0 -13.3
50 -104.3 -47.4 -30.1 -21.8 -17.1

κ = +1
20 -46.6 -20.7 -13.0 -9.4 -7.3
25 -61.1 -27.0 -16.9 -12.1 -9.4
30 -76.4 -33.6 -20.9 -15.0 -11.6

κ = −2
20 -34.8 -16.6 -10.7 -7.9 -6.2
25 -44.9 -21.2 -13.7 -10.1 -7.9
30 -55.4 -26.0 -16.8 -12.3 -9.7

κ = +2
10 -19.6 -9.1 -5.9 -4.3 -3.3
15 -31.4 -14.6 -9.3 -6.7 -5.3
20 -44.2 -20.4 -12.9 -9.4 -7.3

no convergence and we see none. The theory predicts that all these states
should have eigenvalues less than zero, and the numerical values confirm this.
However the actual numerical values of the eigenvalues are sensitive both to
λ and to N . Whilst these pseudo-states are of no concern for bound state
calculations, they are required for completeness of the pseudo-spectrum and
act as integration points, together with the higher positive energy states, for
sum-over-states expressions in perturbation theory.

Table 5.3. Gram matrix condition numbers, kN , for N = 100.

κ Z = 10 Z = 100

-1 4134 9203
1 2061 4558

-2 2061 4568
2 1277 2815

-3 1277 2813
3 885 884

-4 885 884
4 658 143

-5 658 143
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The calculation is very stable numerically, as can be seen by examining the
condition numbers3 in Table 5.3. Note that the condition number is the same
for matrices with both values of β belonging to the same symmetry κ and
is independent of the choice of λ. These numbers are relatively modest, and
it is possible to increase N considerably without running into any numerical
difficulties; calculations have been done for N ≤ 500 without difficulty.

Table 5.4. Umin in atomic units. N = 100.

Z κ = −1 κ = +1 κ = −2 κ = +2 κ = −3

10 -552 -201 -201 -107 -107
20 -1117 -406 -402 -215 -215
30 -1708 -618 -607 -324 -323
40 -2342 -843 -815 -434 -432
50 -3039 -1086 -1028 -547 -542

60 -3827 -1355 -1248 -664 -653
70 -4748 -1663 -1476 -785 -767
80 -5868 -2026 -1715 -910 -883
90 -7296 -2476 -1966 -1042 -1002

100 -9243 -3069 -2232 -1181 -1123

110 -12176 -3928 -2517 -1328 -1249
120 -17440 -5407 -2823 -1487 -1378
130 -31921 -9286 -3157 -1657 -1512

−2mc2 = −37557.7248 a.u.

Table 5.2 verifies the assertion that the N lowest eigenvalues are bounded
above by ε = −2mc2 and the argument of Theorem 5.17 postulated the exis-
tence of a lower bound E to the computed bound state eigenvalues provided
that Umin > −2mc2, where Umin is the lowest eigenvalue of the potential
matrix. As L-spinors do not form orthonormal sets, we need to solve the gen-
eralized eigenvalue problems, Uββc = uSββc, for β = ±1. The results for
the case N = 100 shown in Table 5.4 show that the lower bound E is safely
within the permitted range. Beyond Z = 130, it is necessary to increase N to
get results of the accuracy of Table 5.1, but then calculations have been done
successfully for the critical κ = −1 case with Z as large as 137.035 989, just
below the assumed value of c!

3 The condition number of the Gram matrix is defined by kN = max(|σ|)/min(|σ|),
where σ runs over the N eigenvalues of the matrix.
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5.9 S-spinors

S-spinors [59] are relativistic spinor analogues of the popular exponential-
type (or Slater) functions used in nonrelativistic atomic calculations [65, §6.6].
Their functional form is derived from the corresponding L-spinor with the
minimum value of nr. In the notation of (5.7.14), the unnormalized radial
components are

gβ(r) = Aβrγe−λr +Bλrγ+1e−λr, β = ±1, (5.9.1)

where A+ = A− = 1, B = 0 for κ < 0 and

A+ =
(κ+ 1−N1,κ)(2γ + 1)

2(N1,κ − κ)
,

A− =
(κ− 1−N1,κ)(2γ + 1)

2(N1,κ − κ)
,

and B = 1 for κ > 0, with

γ =
√
κ2 − Z2/c2, N1,κ =

√
κ2 + 2γ + 1. (5.9.2)

A basis set is formed as a collection of S-spinors with positive real exponents
{λµ, µ = 1, 2, . . . , N}. Methods of generating suitable exponent sets which
possess some of the desirable linear independence and completeness properties,
Appendix B.5, are described in Appendix B.5.3.

S-spinors, like L-spinors, are designed to be used with point charge nuclear
models. They have the kinetic matching property (5.7.7) and, with properly
chosen exponent sets, Umin > −2mc2, ensuring separation of the positive and
negative pseudo-spectrum when Z ≤ 137. To verify the kinetic matching prop-
erty, we write down the nonrelativistic limit of (5.9.1) and (5.9.2). Consider
first the s-states having κ = −1. Because γ → 1 as c→∞ we get the limits

gβ
µ(r) c→∞−→ re−λµr,

so that (
d

dr
− 1
r

)
g+µ (r) c→∞−→ −λg−

µ (r)

up to a constant multiplier. Similarly we can show that for κ = +1, the p1/2
states, we get the asymptotic forms

g+µ (r) → r2e−λµr, g−
µ (r) → −(3r − λµr

2)e−λµr

so that (
d

dr
+

1
r

)
g+µ (r) → −g−

µ (r)

in the limit as required for kinetic matching. The p1/2 and s1/2 states have
the same relativistic exponent, γ, governing their behaviour near r = 0, but
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g+µ (r) has to have a p -type Slater function as its nonrelativistic limit. Because
N1,+1 → 2,

A+ → O(Z2/c2), A− → −3 +O(Z2/c2).

In the s1/2 case A+ remains finite, so that the two nonrelativistic radial func-
tions have the correct cusp behaviour as r → 0. L-spinors have the same cusp
behaviour for all values of κ.

5.9.1 Construction of Πββ′
, Sββ′

, and Uββ′
for hydrogenic atoms

The matrix elements of the Dirac Coulomb operator on the same nuclear
centre can all be expressed in terms of Gamma functions through∫ ∞

0
rz−1e−λrdr = Γ (z)/λz, �z > 0. (5.9.3)

Then, from (5.9.1), the Gram matrix for normalized S-spinors becomes

Sββ′
µν = δββ′Nβ

µN
β
ν

Γ (2γ + 1)
λ2γ+1

µν

×
{

(Aβ)2 +Aβ(2γ + 1) + (2γ + 1)(2γ + 2)
λµλν

λ2
µν

}
.

where λµν = λµ + λν . Write σµν = 2
√
λµλν/λµν and normalize so that

Sββ′
µν = δββ′ ; then

Sββ′
µν = δββ′

σ2γ+1
µν

Dβ(γ)

{
(Aβ)2 +Aβ(2γ + 1) + (2γ + 1)(2γ + 2)

λµλν

λ2
µν

}
(5.9.4)

where Dβ(γ) = (Aβ)2 + (2γ + 1)Aβ + (2γ + 1)(2γ + 2)/4,

Nβ
µ =

(√
2λµ

)2γ+1/[
Γ (2γ + 1)Dβ(γ)

]1/2
,

Uββ′
µν = −δββ′Z

λµν σ
2γ+1
µν

2γ Dβ(γ)
(5.9.5)

×
{

(Aβ)2 + 2γ Aβ + 2γ(2γ + 1)
λµλν

λ2
µν

}
,

Π−+
µν =

λµν σ
2γ+1
µν

2γ
√
D+(γ)D−(γ)

{
(γ + κ)A+A− (5.9.6)

+
[
(γ + κ+ 1−A+)λνA

− + (γ + κ)λµA
+] 2γ

λµν

+
[
(γ + κ+ 1−A+)λµ − λνA

−] 2γ(2γ + 1)
λν

λ2
µν

−2γ(2γ + 1)(2γ + 2)
λµλ

2
ν

λ3
µν

}
.
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Table 5.5. Eigenvalues of hydrogen-like uranium ion computed with an even-
tempered S-spinor basis set with exponents λn = αβn, n = 0 − 9.

κ nlj α β εnκ: S-spinors εnκ: (3.3.7)

-1 1s1/2 110.273 1.5 -4861.181 785 840 -4861.181 785 840
1 2p1/2 27.7273 1.89453 -1257.406 533 822 -1257.390 676 718

-2 2p3/2 21.0036 1.5 -1089.610 779 076 -1089.610 779 076
2 3d3/2 19.8173 1.60004 -489.036 867 314 -489.036 704 004

-3 3d5/2 20.6622 1.5 -476.261 476 646 -476.261 476 646
3 4f5/2 23.3027 1.44015 -268.965 819 975 -268.965 970 051

-4 4f7/2 15.4468 1.5 -266.389 410 530 -266.389 410 530
4 5g7/2 18.5363 1.37100 -170.828 908 695 -170.828 906 977

-5 5g9/2 12.3339 1.5 -170.049 919 428 -170.049 919 428

It is less easy to give a clear picture of the numerical performance of
S-spinors than of L-spinors because the matrix properties depend upon the
way in which the exponents λµ have been chosen. However, methods that
rely on systematic sequences of basis sets constructed along the lines of Ap-
pendix B.5.3 appear to work well. Table 5.5 compares the eigenvalues of the
nine lowest states of hydrogen-like uranium (Z = 92) computed using an
even-tempered S-spinor basis [59] with eigenvalues calculated using the Som-
merfeld formula (3.3.7). The speed of light has been taken as 137.0373 atomic
units and the S-spinor exponents belong to a geometric sequence, (B.5.20),
λ = αβn, n = 0, 1, . . . , N with N = 9. The parameters α and β for each sym-
metry are displayed alongside the numerical eigenvalues.

5.10 G-spinors

G-spinors are defined as the relativistic analogue of GTF so that, in the no-
tation of (5.7.14), the unnormalized G-spinor components are

m[β, µ,x] =
gβ

µ(r)
r
χκm(θ, ϕ),

where

g+µ (r) = rlµ+1 ed−λµr2
, (5.10.1)

g−
µ (r) =

(
d

dr
+
κ

r

)
g+µ (r) =

[
tµ − 2λµr

2] rlµ ed−λµr2
.

where

tµ = κµ + lµ + 1 =
{

0 for κµ = −lµ − 1,
2lµ + 1 for κµ = lµ
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so that the kinetic matching condition (5.7.7) is satisfied (up to a constant
multiplier) for all values of c. When we choose the normalization so that
the diagonal elements of the Gram matrices Sββ ′

µµ = δββ ′ , the normalization
factors Nβ

µ are given by

N+ =
[
2(2λµ)lµ+3/2

Γ (lµ + 3/2)

]1/2

, N− =
[
2(2λµ)lµ+1/2

Γ (lµ + 5/2)

]1/2

(5.10.2)

which depend only on lµ = jµ + ηµ/2, where ηµ = sgn κµ. The Gram matrix
elements on the same nuclear centre are particularly simple; they depend only
on the ratio

σµν =
2
√
λµλν

λµ + λν

independent of the sign of κµ and κν , so that

S++
µν = σµν

lµ+3/2δlµlν δmµmν
, S−−

µν = σµν
lµ+1/2δlµlν δmµmν

(5.10.3)

The kinetic matching construction (5.7.7) then gives the one-centre kinetic
matrix elements

Π−+
µν =

√
(2lµ + 3)λµS

−−
µν , Π+−

µν =
√

(2lν + 3)λµS
−−
µν , (5.10.4)

Whilst these matrices are particularly simple to calculate, the one-centre nu-
clear potential matrices Uββ′

are rather more complicated and depend on
the choice of nuclear model charge distribution. The uniform density model
(5.4.3) gives perhaps the simplest expression in terms of the dimensionless
variables σµν and xµν = (λµ + λν)R2

N We have

U++
µν = − Z

RN

(2σµν)l+3/2
√

2π(2l + 1)!!
x1/2

µν Φl(xµν). (5.10.5)

where

Φl(x) = l!− γ(l + 1, x) +
3
2
x−1/2γ(l + 3/2, x)− 1

2
x−3/2γ(l + 5/2, x)

in which the incomplete gamma function is defined by

γ(a, x) =
∫ x

0
e−tta−1 dt, x > 0, �a > 0.

Similarly

U−−
µν = − Z

RN

(2σµν)l+5/2
√

2π(2l + 3)!!
x1/2

µν Φl+1(xµν), κ < 0, (5.10.6)

and



5.11 Finite difference methods 307

U−−
µν = − Z

RN

(2σµν)l+5/2
√

2π(2l + 3)!!
x1/2

µν (5.10.7)

×
{
Φl+1(xµν)− 2(2l + 1)

σµν
Φl(xµν) +

(2l + 1)2

σµν
Φl−1(xµν)

}
, κ > 0.

Because Φl(x) → l! as x→ 0, we recover the formula for a point nucleus when
RN → 0. However, one should not use G-spinors with a point nuclear model,
nor S-spinors with a finite size nuclear model. Even at relatively small atomic
numbers, the relativistic cusp condition dominates the behaviour near r = 0
and the basis set mismatch degrades the numerical results if the wrong basis
set is used.

5.11 Finite difference methods

The majority of calculations in relativistic atomic structure have been done
using finite difference methods originating in the work of Hartree and his
collaborators [14]. Finite difference methods generate bound radial wavefunc-
tions unκ(r) or continuum solutions uεκ(r) one at a time, so that the numerical
procedures are quite different from those needed for calculations with finite
basis sets. The most general form we shall encounter in DHF and MCDHF
calculations is represented by inhomogeneous Dirac equations of the form{

cJ
d

dr
+ [W (r)− ε]

}
u(r) = X(r) (5.11.1)

over a finite interval (R0, R1) where, as in (5.3.1) and (5.3.3),

u(r) =
(
P (r)
Q(r)

)
, J =

(
0 −1
1 0

)
,

rW (r) =
(
−Y (r) cκ
cκ −2rc2 − Y (r)

)
,

subject to boundary conditions at one or both ends of the interval. A power
series expansion about r = 0 is normally used to calculate u(R0) provided R0
is sufficiently small. For a bound state, we need a solution which decays suffi-
ciently rapidly at large r to make the state normalizable. The inhomogeneous
term X(r) expresses the coupling between different classses of orbitals:

X(r) = x(r) +
∫ ∞

0
K(r, s)u(s) ds

where the integral includes all exchange interactions with the orbital u(r)
and x(r) includes Lagrange multiplier terms expressing orthogonality of the
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orbital u(r) to other orbitals of the same symmetry. Appendix B.6 presents
the mathematical background to several finite difference methods for problems
of the class (5.11.1). This section deals with their implementation.

The smooth mapping t → r = f(t) defines a new independent variable
t which is discretized uniformly, tj = jh, j = 0, 1, . . . , N so as to obtain
conveniently spaced radial grid points rj = f(tj). The mapping can be char-
acterized by k(t) = f ′(t)/f(t); k(t) = 1 if we choose f(t) = R0e

t. We start
with the initial value problem

J
dw

dt
= F (t;w), w(0) = w0.

where w(t) is a continuously differentiable 2-vector. The constant matrix J is
present in (5.11.1) in order to make the differential operator self-adjoint, and
it is convenient to keep it explicit rather than absorbing it in the right-hand
side. The differential equation with its initial conditions is equivalent to an
integral equation

J(w(t)− w0) =
∫ t

0
F (s, w(s)) ds, 0 ≤ t ≤ T,

which we can discretize by replacing the integral on the right hand side by a
numerical quadrature on a grid tj = jh, j = 0, 1, . . . , N spanning the interval
(0, T = Nh). Choosing the midpoint rule for simplicity gives

J(vj+1 − vj) = hFj+1/2 + h τj+1/2, v0 = w0, j = 0, 1, . . . , N − 1 (5.11.2)

connecting consecutive vj ≈ w(tj), where Fj+1/2 approximates the value of
F (t, w(t)) at the midpoint tj+1/2 of the interval (tj , tj+1). Theorem B.13 shows
that if the local truncation error satisfies

‖τj+1/2‖ = O(h2),

then the midpoint rule gives the error estimate

‖ ej‖ = ‖w(tj)− vj ‖ = O(h2) (5.11.3)

The error in the numerical solution therefore decreases only slowly as the step
length h is reduced, and we need to look for a method in which the asymptotic
error is proportional to a higher power of h.

However, there are advantages in retaining the simplicity of (5.11.2) but
correcting the right-hand side iteratively to give a final result with the desired
higher order accuracy. The solution of self-consistent field problems, which are
inherently nonlinear because of the electromagnetic coupling between elec-
trons, requires an iterative algorithm, and the method of deferred correction
exploits this by retaining parts of h τj+1/2 to O(h4) or O(h6) evaluated using
values from previous iterations. Deferred correction schemes have long been
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used in both nonrelativistic [60, p. 241] as well as in relativistic self-consistent
field calculations [61, 63]. At the ν + 1-st iteration, we determine vj ≡ v[ν+1]

j

by solving equations

J(vj+1 − vj) = hF
[ν]
j+1/2 + h τ [ν]

j+1/2, v0 = w0, j = 0, 1, . . . , N − 1 (5.11.4)

where
hF

[ν]
j+1/2 = −hW [ν]

j+1/2vj+1/2 + hR′
j+1/2 (5.11.5)

where

W
[ν]
j+1/2 = kj+1/2 (5.11.6)

×
(
−
[
Y (r) + ε(ν)r

]
j+1/2 /c κ

κ −
[
Y (r) + ε(ν)r + 2rc2

]
j+1/2 /c

)
.

There a variety of ways to incorporate deferred difference corrections in
(5.11.4) and to preserve the symmetry of the difference operator, we rewrite
it as

J(vj+1 − vj) +
h

2
W

[ν]
j+1/2(vj+1 + vj) = hRj+1/2 (5.11.7)

with
hRj+1/2 =

h

2

(
R′[ν]

j+1 +R′[ν]
j

)
+ T (δ)hF [ν]

j+1/2 (5.11.8)

where
T (δ) = − 1

12
δ2 +

61
2830

δ4 − 563
120960

δ6 + . . . (5.11.9)

is the central difference operator, (B.6.41), generating higher order contribu-
tions to the local truncation error h τj+1/2 Setting T (δ) null is equivalent to
using the trapezoidal rule for the original quadrature.

5.11.1 Methods of solution

The derivation of algorithms for solving the equations (5.11.7) is described in
Appendix B.6.8. Whilst it is possible to treat them in principle as a system
of simultaneous algebraic equations, there are advantages in using a shooting
method to determine the estimates vj by marching along the radial grid.
Equations (5.11.7) are rearranged in the form

vj+1 = Sj+1/2 vj + Tj+1/2, j = 0, 1, . . . , J − 1, (5.11.10)

where

Sj+1/2 =
(
J +

h

2
W

[ν]
j+1/2

)−1(
J − h

2
W

[ν]
j+1/2

)
and
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Tj+1/2 =
(
J +

h

2
W

[ν]
j+1/2

)−1

hRj+1/2.

We can take advantage of the 2 × 2 structure of the matrices to simplify
these formulae for practical computation. Thus, given v0, we can generate
successively v1, v2, . . . , vJ . The initial value, v0, can be obtained as in §5.4.1
by expansion in power series. The leading coefficient A (either p0 or q0) can
be taken as arbitrary, and all coefficients of higher powers of the radius r
can be computed as multiples of A. The lowest order coefficients depend only
on the choice of ε and on the coefficients of Y (r) ∼ Y0 + Y1r + . . . near
r = 0. The leading power of r in the expansion depends on the symmetry
κ and on whether Y0 �= 0, as for a point charge nucleus, or Y0 = 0 for one
with a distributed nuclear charge. The marching process (5.11.10) is stable –
that is to say errors introduced by rounding or the finite difference scheme
are damped – out to the neighbourhood of the classical turning point of the
effective potential. As r increases, square integrable solutions first reach a
maximum and then oscillate out to the classical turning point.

Normalizable bound states decrease exponentially with j beyond the clas-
sical turning point. If the matrix W were constant, the solution of the linear
difference system (5.11.10) could be written vj = πj +A1x1

j +A2x2
j , where

πj is a particular solution of the difference equation and x1, x2 are the eigen-
values of the (now constant) matrix Sj+1/2. Up to the turning point the two
eigenvalues are of the form x ∼ exp(±iλ) with real -valued λ, so that the
numerical solution has a trigonometric dependence on j. Beyond the turning
point, λ = ±i|λ|; one root, say x1 ∼ exp(+|λ|), will dominate for j sufficiently
large, no matter how small is A1. This makes the marching process unstable
beyond the turning point; powers of the dominant x1 solution, introduced by
tiny initial errors, soon overwhelm the decreasing solution. AlthoughW is not
independent of j, the qualitative behaviour is the same.

We need a different approach for the tail in bound state calculations. In
principle we could still use (5.11.10) with h→ −h:

vj−1 = Sj−1/2 vj − Tj−1/2, j = N,N − 1, . . . , J + 1.

The solution that increases inwards dominates so that this process is stable.
However, we usually have only a rough idea of what may be a suitable value
of N so that a method that determines N automatically is to be preferred.
The 2-component vector

vj =
(
Pj

Qj

)
is replaced by

wj+1/2 =
[
−Qj

Pj+1

]
, j = J, . . . , N − 1 (5.11.11)

with the initial value

wJ−1/2 =
(

0
PJ

)
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at the join point. The original system (5.11.7) can simply be rearranged to
give a block tridiagonal system of equations, Appendix B.6.10, for the vectors
wj+1/2:

−Bj+1/2wj−1/2 + Cj+1/2wj+1/2 −Dj+1/2wj+3/2 = hRj+1/2

where Bj+1/2, Cj+1/2, Dj+1/2 are 2×2 matrices, modified appropriately at the
outer region end-points j = J and j = N The system can be solved by Gauss
elimination without pivoting, giving recurrence relations that are particularly
simple because the matrices Bj+1/2 and Dj+1/2 are both rank 1.

Algorithm 5.1

(a) With the initial values

EJ := 0, xJ−1/2 := wJ−1/2,

form the matrices Ej and the vectors xj+1/2 for j = J, . . . , N−1 from the
equations

Ej+1 := (Cj+1/2 −Bj+1/2Ej)−1Dj+1/2 (5.11.12)

and

xj+1/2 := (Cj+1/2 −Bj+1/2Ej)−1(R̃j+1/2 +Bj+1/2xj−1/2). (5.11.13)

(b) Starting from the boundary value wN+1/2 form the solution for j = N,N−
1, . . . , J + 1 from

wj−1/2 := Ejwj+1/2 + xj+1/2. (5.11.14)

�

The rank 1 character of Dj+1/2 in (5.11.12) means that Ej is also rank 1:

Ej =
(
e+j 0
e−j 0

)
.

Also

wN+1/2 =
(
−QN

0

)
→ 0

for a bound state when N is sufficiently large. We can therefore determine the
value of N from which to start the inward sweep (5.11.14) by checking when
‖xj+1/2‖ falls below some pre-assigned threshold for several steps.
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5.11.2 Acceptable solutions

The result of this procedure is a solution vj in two parts, 0 ≤ j ≤ J and
J ≤ j ≤ N . We have made the component PJ of vJ the same in both sets,
but the left and right values of QJ will usually be different; we denote the
difference by ∆QJ . The solution will be said to be acceptable if

1. |∆QJ | < δ, where δ is a prescribed tolerance.
2. A has an appropriate sign
3. The large component P has the correct number of sign changes in 0 ≤
j ≤ J . Because the zeros of P and Q interlace, this determines also the
number of zeros of Q in 0 ≤ j ≤ J .

We also want to choose A so that the solution is normalized. This is trivial for
a single Dirac equation with a null right-hand side, X(r) = 0, because every
term in the equation has A as a factor, but is less trivial for coupled DHF and
MCDHF equations.

The number of zeros of the large component essentially depends on the
value of ε. Appendix B.6.4 shows that the positions at which P has zeros move
smoothly inwards as ε increases. Bound states, for which −2mc2 < ε ≤ 0, have
a finite number of zeros; continuum functions have an infinite number. The
lowest bound state has just one zero, and extra ones appear as ε increases. A
trial solution has the requisite nr zeros when ε lies in an interval (εnr

, εnr
).

Iteration strategies seek to reduce the width of this band until it determines
ε to within the desired limits.

Hartree [14] proposed a scheme for improving A and ε together used in
[62, 63]. The aim is to determine δA and δε such that the first order correction
to ∆QJ

∆QJ(A+ δA, ε+ δε) = ∆QJ(A, ε) +
∂∆QJ

∂A
δA+

∂∆QJ

∂ε
δε

vanishes. As ∆QJ is just the difference of two estimates of QJ , we have

∆
∂QJ

∂A
δA+∆

∂QJ

∂ε
δε = −∆QJ(A, ε) (5.11.15)

Similarly, if we require the trial solution to be normalized to first order in the
parameters,

∂N

∂A
δA+

∂N

∂ε
δε = 1−N(A, ε), (5.11.16)

with
N(A, ε) =

∫ ∞

0
(P 2(r) +Q2(r)) dr.

The normalization condition is not required for the homogeneous equation,
so that we can then set δA = 0 in (5.11.15) and ignore (5.11.16). We require
the partial derivatives with respect to A and ε which are easily obtained from
(5.11.1):
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cJ
d

dr
+ [W (r)− ε]

}
∂u

∂ε
= u(r)

whilst ∂u/∂A satisfies the homogeneous Dirac equation. These equations can
be integrated at the same time as the original equation. Once we have obtained
δA and δε from (5.11.15) and (5.11.16), we can start a new iteration with these
parameters. Unfortunately, this procedure can fail to give an acceptable trial
solution. Several schemes, for example [64, §7.5–7.6], have been proposed to
overcome the problem in codes that use the Hartree method.

A better strategy relies on the fact that we can always find an acceptable
continuous solution to the inhomogeneous equation (5.11.4) satisfying the
boundary conditions as long as ε is not an eigenvalue of the corresponding
homogeneous equation (with X(r) = 0). Given values of the parameters A
and ε, we can find a particular solution v(P )

j of the inhomogeneous problem

and a corresponding solution v(H)
j of the homogeneous problem satisfying the

boundary conditions. Unless the driving term X(r) is very small, these will
give different jumps ∆Q(P )

J and ∆Q(H)
J at the join, and the linear combination

vj = v
(P )
j + αv(H)

j , α = −∆Q(P )
J /∆Q

(H)
J (5.11.17)

therefore gives a solution of (5.11.4) with ∆QJ = 0. The size of ∆Q(P )
J in

the next iteration is, however, a measure of the extent to which the DHF or
MCDHF system has converged.

Appendix B.6.8 shows that the 2(N +1)-vector v, whose elements are the
2-vectors vj obtained above, satisfy the matrix equation (B.6.4)

v†
(
T [ν] − ε[ν]S

)
v = v† R[ν] (5.11.18)

where T [ν] and S are 2N × 2N symmetric block tri-diagonal matrices whose
elements are 2×2 square matrices, and R[ν] and v are formed in the same way.
This system is equivalent to the equations (5.11.10)–(5.11.14) of the shooting
method. The matrix T [ν], which is a representation of the Dirac operator, has
non-zero blocks

T
[ν]
jj = V

[ν]
j ,

T
[ν]
j,j+1 = +J/h+

1
2
V

[ν]
j+1/2, (5.11.19)

T
[ν]
j+1,j = −J/h+

1
2
V

[ν]
j+1/2,

where

V
[ν]
j+1/2 = kj+1/2

⎛⎜⎝−1
c
Y

(ν)
j+1/2 κ

κ −1
c
Y

(ν)
j+1/2 − 2crj+1/2

⎞⎟⎠ ,
and, setting V [ν]

−1/2 = V
[ν]
N+1/2 = 0, we define
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V
[ν]
j =

1
2

(
V

[ν]
j+1/2 + V [ν]

j−1/2

)
, j = 0, 1, . . . , N.

The antisymmetry of the matrix J ensures that Tj,j+1
T = Tj+1,j , guaranteeing

overall symmetry of the matrix T [ν]. Similarly the elements of S are defined
in terms of 2× 2 matrices Sj+1/2 by

Sjj = Sj , Sj,j+1 = Sj+1,j =
1
2
Sj+1/2

with S−1/2 = SN+1/2 = 0, Sj =
(
Sj+1/2 + Sj−1/2

)
/2 and

Sj+1/2 =
1
c
kj+1/2rj+1/2

(
1 0
0 1

)
.

Appendix B.6.8 explains the origin of this averaging. The difference between
V

[ν]
j and V [ν]

j is probably not all that significant in practice unless the variation
with j is very nonlinear; the same will be true for other quantities appearing
in (5.11.18).

This reformulation expresses the finite difference equations for the Dirac
equation as a matrix problem similar in character to nonrelativistic atomic
structure theory [7, §3.11.4] and motivates

Algorithm 5.2 For ν = 0, 1, 2, . . .,

(i) Given the acceptable solution v[ν], use the generalized Rayleigh quotient
to generate the estimate

ε[ν] = v[ν]†(T [ν]v[ν] −R[ν])/‖v[ν]‖2 (5.11.20)

where ‖v[ν]‖2 = v[ν]†Sv[ν] is an expression for the integral N of (5.11.16).
The matrix S accounts for the change of variable t→ r = f(t).

(ii) Generate a new acceptable trial solution w[ν+1] from

(T [ν] − ε[ν]S)w[ν+1] = R[ν] (5.11.21)

or its shooting equivalent (5.11.10)–(5.11.14) with (5.11.17).
(iii) Normalize to give the new trial solution

v[ν+1] = w[ν+1]/‖w[ν+1]‖. (5.11.22)

�

This algorithm is expected to be satisfactory except when X(r) is very
small. In the limit X(r) = 0 this is a true eigenvalue problem, and the as-
sumptions underlying Algorithm 5.2 are no longer valid. The inverse iteration
step in the next algorithm overcomes this problem: :
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Algorithm 5.3 For ν = 0, 1, 2, . . .,

(i) Given the acceptable solution v[ν], use the generalized Rayleigh quotient
to generate the estimate

ε[ν] = v[ν]†(T [ν]v[ν] −R[ν])/‖v[ν]‖2

as before.
(ii) Generate a new acceptable trial solution w[ν+1] by solving both

(T [ν] − ε[ν]S)w′[ν+1] = R[ν]

and
(T [ν] − ε[ν]S)w′′[ν+1] = Sv[ν] (5.11.23)

for w′′[ν+1] ≈ ∂v/∂ε as in Algorithm 5.2.
(iii) Choose the new v[ν+1] such that

v[ν+1] = w′[ν+1] + βw′′[ν+1]

is normalized: ‖v[ν+1]‖ = 1.

�

With any of these algorithms, the first few iterations may be atypical, and
the Rayleigh quotient may fail to give a value of ε that is acceptable. Chapter
7 discusses the way in which this can be handled in practice.

5.12 Finite element methods

The routine use of finite element methods for solving partial differential equa-
tions in all forms of continuum mechanics and structural enginering owes much
to the fact that computational elements can be placed where they are needed,
which is particularly useful for dealing with irregular regions [66]. These prob-
lems usually lead to banded matrix equations that are well-suited to calcu-
lations on modern computers. The long-range electromagnetic interactions of
atomic and molecular physics generate systems of equations with full matri-
ces, making the advantages of finite elements less obvious. Shore [67] examined
the use of cubic-splines in 1974 to solve one-dimensional Schrödinger equa-
tions. Altenberger-Siczek and Gilbert [68] examined both cardinal splines and
B-splines for the helium atom in 1976, and ruled them out on cost grounds.
Interest in the use of B-splines revived in the 1980s: for example, Bottcher
and Strayer [69] considered time-dependent atomic and nuclear problems,
Johnson et al. [70, 71, 72] used the approach for RMBPT, and Fischer et
al. [73, 74, 75, 76] for Hartree-Fock and continuum calculations. Sapirstein
and Johnson [77] have reviewed the use of B-splines in atomic physics. This
section discusses the use of B-splines in solving single particle Schrödinger and
Dirac equations.
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5.12.1 B-splines

Following de Boor [78], we divide the interval [0, R ] into subintervals whose
endpoints are defined by the knot sequence { ti, i = 1, 2, . . . , n + k}. The B-
splines of order k are defined recursively. The first order B-splines (with k = 1)
are piecewise constant between knots

B1
i (r) =

{
1, ti ≤ r ≤ ti+1
0, otherwise. (5.12.1)

B-splines for (k = 2, 3, . . .) are defined by the recursion

Bk
i (r) =

r − ti
ti+k−1 − ti

Bk−1
i (t) +

ti+k − r
ti+k − ti+1

Bk−1
i+1 (t). (5.12.2)

Thus Bk
i (r) vanishes outside of the interval ti ≤ r ≤ ti+k and∑

i

Bk
i (r) = 1.

The set of B-splines of order k on the knot sequence t1 forms a complete basis
of piecewise polynomials of degree k − 1 on the interval spanned by the knot
sequence with all derivatives continuous up to order k− 2. At the end-points,
the knots have k-fold multiplicity:

t1 = t2 = . . . = tk = 0, tn+1 = tn+2 = . . . = tn+k = R.

Limiting forms of the definitions must be used at multiple knots. Most B-
splines vanish at the endpoints save for one that takes the value 1 at r=0, and
one that takes the value 1 at r = R, for connecting to boundary values. For a
mathematical presentation of approximation theory of splines in general, and
B-splines in particular, see Powell [79, Chapters 18–24].

The user has considerable freedom to choose the knot sequence. Fischer
et al. [74] introduced a general grid for atomic physics calculations with four
parameters: the step size h = 2−m for some integer m, a maximum step size
hmax, the maximum value R and the spline order k. The knot sequence is
such that

ti = 0 for i = 1, . . . , k,
ti+1 = ti + h for i = k, . . . , k +m,
ti+1 = ti(1 + h) for 1 ≤ ti+1 − ti < hmax,
ti+1 = ti + hmax for ti < ZR.

and ri = ti/Z at all knots. Sapirstein and Johnson [77] used an exponentially
increasing set ti+1 = tie

αh, i = 1, 2, . . ..

5.12.2 Variational formulation of finite element schemes

Suppose that we wish to solve a (partial or ordinary) differential equation
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Ly(r) = f(r) (5.12.3)

where L is, say, an operator defined by

Ly(r) := y′′ + (V (r)− λ)y(r)

on a suitable interval [0, R]. Although the finite element method is much more
general [80], applicable to linear and nonlinear problems in several dimensions,
we here restrict the discussion to approximation with a B-spline expansion

y(r) ≈ Y (r) =
N∑

i=1

aiB
k
i (r) (5.12.4)

and determine the N coefficients ai from the equations

〈ψj , LY − f〉 = 0, j = 1, . . . , N, (5.12.5)

where

〈u, v〉 :=
∫ R

0
u∗(r) v(r) dr

Several types of test function ψj(r) have been used to generate finite element
algorithms, of which the following have been most exploited in atomic physics:

Galerkin methods: ψj = Bk
j , j = 1, . . . , N . Equation (5.12.5) gives an

N -dimensional matrix equation of the form

La = f (5.12.6)

where a is a vector of coefficients ai in (5.12.4), f is a vector with elements
fi = 〈Bk

i , f〉 and L is a square matrix with elements

Lij = 〈Bk
i , LBk

j 〉. (5.12.7)

Collocation methods: We can avoid having to evaluate integrals by choosing

ψj(r) = δ(r − rj), j = 1, . . . , N,

where rj , j = 1, . . . , N is some distribution of points on the interval [0, R].
This is equivalent to a set of equations for the coefficients ai of the form

LY − f = 0 at r = r1, . . . rN .

The main problem with this approach is that the results are often sensitive
to the distribution of the collocation points ri and that the order k of the
spline must be taken sufficiently high for LBk

i (r) to have a meaning.
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5.12.3 Schrödinger equations

Equation (5.12.3) becomes a Schrödinger equation with

Ly(r) := y′′ −
(
l(l + 1)
r2

+ 2V (r)− ε
)
y = 0.

where, for a hydrogenic atom, V (r) = −Z/r. Following Fischer et al. [73], we
choose n + k − 1 basis splines Bk

i (r), i = 0, 1, . . . , n + k − 2 and write, as in
(5.12.4),

y(r) ≈ Y (r) =
n+k−3∑

i=1

ciB
k
i (r).

The B-splines for i = 0 and i = n + k − 2, which alone are nonvanishing at
the endpoints, are dropped to ensure that Y (0) = Y (R) = 0. The Galerkin
procedure then gives

F c = ε̃S c (5.12.8)

where F and S are banded square symmetric matrices of dimension m =
n+ k − 3 with elements

Fij =
∫ ∞

0
Bk

i (r)
(
d2

dr2
− l(l + 1)

r2
− 2V (r)

)
Bk

j (r)dr

Sij =
∫ ∞

0
Bk

i (r)Bk
j (r)dr

and ε̃ is an approximation to the eigenvalue. Gaussian quadrature of order k
provides an economical way of evaluating the integrals because of the piecewise
polynomial character of the B-splines.

For applications to HF and CI calculations, the main issue is the influence
of the choice of knot sequence and the size R of the confining box upon the
solutions.4 Table 5.6 is based on a calculation in which the knot distribution
was linear near the origin and exponential thereafter:

rj = jh/Z, j = 0, . . . , h−1, rj+1 = rj(1 + h), j > h−1.

With this distribution, relations like

〈Bk
i , r

pBk
i 〉 = (1 + h)p+1〈Bk

i−1, r
pBk

i−1〉

hold when the B-splines are entirely in the outer region, minimizing the num-
ber of integrals to be calculated. Although the matrix is quite large, only a
small number of eigenvalues and eigenvectors of (5.12.8) are required, so that
this type of calculation has much in common with finite difference schemes for
one-particle problems in which each eigensolution is determined on its own.
4 We defer discussion of the search for an efficient method of evaluating the large

number of Slater integrals needed in HF and CI calculations to Chapter 6.
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Table 5.6. Accuracy of ns eigenvalues of hydrogenic Schrödinger equation as a
function of knot distribution and box size using splines of order k = 7 (after Fischer,
Guo and Shen [76]).

h = 1/8 h = 3/32

R=50 200 2000 625
n

N = 48 59 79 91

1 0.33 (-12) 0.29 (-12) 0.27 (-12) 0.09 (-12)
2 0.64 (-12) 0.69 (-12) 0.69 (-12) 0.04 (-12)
3 0.11 ( -8) 0.27 (-10) 0.12 (-10) 0.98 (-12)
4 0.20 ( -4) 0.68 (-11) 0.68 (-11) 0.26 (-12)
5 0.21 (-10) 0.28 (-10) 0.77 (-12)
6 0.63 (-10) 0.19 ( -9) 0.22 (-11)
7 0.30 ( -9) 0.69 ( -9) 0.23 (-10)
8 0.23 ( -6) 0.13 (-10) 0.34 ( -9)
9 0.30 ( -4) 0.12 ( -8)
10 0.45 ( -8)

The importance of taking a sufficiently large box in order to get good results
for higher values of n is obvious.

The procedure described by Sapirstein and Johnson [77] is essentially sim-
ilar, although the Galerkin equations are derived from a hydrogenic functional

S[y] :=
1
2

∫ R

0

{
1
2
(y′)2 +

(
−Z
r

+
l(l + 1)

2r2

)
y2 dr

}
− 1

2

∫ R

0
y2 dr (5.12.9)

and they used a purely exponential radial knot distribution. The qualitative
behaviour of the eigensolutions as a function of the knot distribution and the
box size was similar to that reported by Fischer et al. However, Johnson et
al. were more interested in calculations using many-body theory rather than
HF theory and therefore solved for all eigenvalues and eigenvectors.

5.12.4 Dirac equations

Both collocation [69] and Galerkin methods [72, 77] have been used to solve
the Dirac equation with B-splines. The Galerkin procedure presented in [72]
is based on the functional

S =
1
2

∫ R

0

{
cP (r)

(
d

dr
− κ

r

)
Q(r)− cQ(r)

(
d

dr
+
κ

r

)
P (r)

+ V (r)
(
P 2(r) +Q2(r)

)
− 2mc2Q2(r)

}
dr

− 1
2
ε

∫ R

0

(
P 2(r) +Q2(r)

)
dr, (5.12.10)
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having a solution normalized so that∫ R

0

(
P 2(r) +Q2(r)

)
dr = 1.

The radial amplitudes are expanded in terms of B-splines so that

P (r) ≈
n∑

i=1

piB
k
i (r), Q(r) ≈

n∑
i=1

qiB
k
i (r).

The first variation of S is given by

δS =
1
2

∫ R

0

{
δP (r)

[
c

(
d

dr
− κ

r

)
Q(r) + V (r)P (r)

]
+δQ(r)

[
−c
(
d

dr
+
κ

r

)
P (r) + (V (r)− 2mc2)Q(r)

]}
dr

− ε
∫ R

0
(δP (r)P (r) + δQ(r)Q(r)) dr

+
1
2
c [P (r)δQ(r)−Q(r)δP (r)]R0 . (5.12.11)

Setting δS = 0 leads to the usual radial Dirac equations, subject to

1
2
c [P (r)δQ(r)−Q(r)δP (r)]R0 . (5.12.12)

The method chosen in [72] is to add another functional

S′ =

{
1
4 c[P

2(R)−Q2(R)] + 1
2 c[P

2(0)− P (0)Q(0)], when κ < 0,
1
4 c[P

2(R)−Q2(R)] + c2P 2(0) + 1
2 cP (0)Q(0), when κ > 0

(5.12.13)
so as to make δ(S+S′) = 0. When the Dirac equations are satisfied at internal
points, the boundary contribution now looks like

0 = δ(S + S′) =

⎧⎪⎪⎨⎪⎪⎩
1
2 c[P (R)−Q(R)][δP (R) + δQ(R)]

+ cP (0)(δP (0)− δQ(0)) κ < 0
1
2 c[P (R)−Q(R)][δP (R) + δQ(R)]

+ 2c2P (0)δP (0) + cP (0)δQ(0) κ > 0

which vanishes identically for unconstrained δP (0), δQ(0), δP (R), and δQ(R)
provided

P (0) = 0, P (R) = Q(R). (5.12.14)

The condition at R is that applied in the MIT bag model [81]. The factor
c2 was introduced into the κ > 0 condition of (5.12.13) in order to prevent
the appearance of spurious states [77, p. 5222]. These states have eigenvalues
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in the bound state spectrum lying below the physical lowest bound state;
we have seen, §5.4.3, that this is mainly attributable to the use of incorrect
boundary conditions at the origin. The spurious states are highly oscillatory
with respect to r and usually contribute little to sum-over-states calculations;
when such states occur, they are simply moved to the end of the spectrum.

This pragmatic solution to the problem disguises the fact that more work
needs to be done on the boundary conditions, especially at the origin. Most
relativistic calculations are done with finite size nuclear models, and it is usual
to place several knots inside the nucleus much as in finite difference calcula-
tions. The use of a finite radial box discretizes the spectrum; as with analytic
basis sets such as S- or G-spinors, the lowest eigenstates are little affected by
the box size, but the higher positive energy states (and the negative energy
states) have a discrete spectrum whose physical interpretation is not so obvi-
ous. It is often the case that sum-over-states perturbation formulae converge
quite well in a B-spline representation: in effect, the discrete spectrum allows
one to integrate over the higher bound states and the continuum in much the
same way as with S- and G-spinors. The complete spectrum includes the neg-
ative energy states, and their small contribution is often useful for improving
the accuracy of numerical results. See [77] for more details.
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6

Complex atoms

6.1 Dirac-Hartree-Fock theory

The effective Hamiltonian (4.14.1) for many-electron atoms and molecules is

H =
N∑

i=1

hi +
∑
i<j

gij , (6.1.1)

where hi is the one-electron Dirac Hamiltonian for a bare nucleus for electron
i and gij = 1/Rij + gB(Rij) represents the interaction energy of electrons
i and j. In most applications, the central core of the atom is dominated by
electrons in spherically symmetric closed shells, so that we expect an indepen-
dent particle central field model to be a good starting point. This motivates
the use of wavefunctions for atoms and molecules built from anti-symmetrized
products of one-electron central field wavefunctions. The theory of electronic
structure of isolated complex atoms is dominated by applications of angular
momentum algebra, Appendix B.3, exploiting the fact that such systems can
have no preferred orientation. Angular momentum theory can only play a
subordinate role in molecules where, away from the nuclei, the electrons move
in a nonspherical force-field shaped by the nuclear skeleton.

The simplest model of a closed subshell atom, configuration C, is de-
scribed by a single determinant wavefunction. We can adapt the nonrela-
tivistic particle-hole formalism of §4.12.1, so that the energy of the system is
given by the Fock space operator

Ĥ = Ĥ0 + V̂ , V̂ = V0 + {V̂1}+ {V̂2}, (6.1.2)

where

Ĥ0 =
N∑

i=1

a†
iai εi, (6.1.3)

εi being the i-th eigenvalue of the Dirac equation,
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(h+ u)ψi = εiψi, h = cα · p + (β − 1)c2 + vnuc(r),

where vnuc(r) is the electron-nucleus interaction energy, and u is some one-
electron mean field potential approximating the overall electron-electron in-
teraction. The energy zero has been shifted to coincide with nonrelativistic
conventions. The effective Hamiltonian comprises the zero-body operator (a
pure number),

V0 = −
∑

a

〈a |u | a〉+
1
2

∑
ab

[〈ab | g | ab〉 − 〈ba | g | ab〉] ;

a one-body operator
{V̂1} =

∑
ij

{a†
iaj}〈i | v | j〉;

and a two-body operator

{V̂2} =
1
2

∑
ijkl

{a†
ia

†
jalak}〈ij | g | kl〉.

The indices i, j, k, l run over the complete (electron) spectrum, whereas a, b
run over occupied (core) states only, and g is the electron-electron interaction.
The effective one-body potential v is defined so that

〈i | v | j〉 = 〈i | − u+ uHF | j〉. (6.1.4)

where the Hartree-Fock effective one-body potential, uHF , is defined for all
orbitals by

〈i |uHF | j〉 =
∑

b

[〈ib | g | jb〉 − 〈bi | g | jb〉] , (6.1.5)

with the sum over b running over core orbital indices. When we identify u
with uHF so that v vanishes, then

εa = 〈a |h+ uHF | a〉.

for each core orbital. However, the pair repulsions are counted twice, so that
the total energy is

E =
∑

a

{
εa −

1
2
〈a |uHF | a〉

}

=
∑

a

{
〈a |h | a〉+

1
2

∑
b

[〈ab | g | ab〉 − 〈ba | g | ab〉]
}
. (6.1.6)
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6.2 One-electron matrix elements of tensor operators

The next step is to find expressions for the matrix elements of one- and two-
electron operators appearing above with respect to Dirac central field orbital
spinors, (5.6.1), which we write

φγ,κ,m(x) =
(
M [+1; γ, κ, r]
M [−1; γ,−κ, r]

)
, (6.2.1)

with 2-spinor components labelled by an index β = ±1 [1, Equation (5.2)],

M [β; γ, βκ, r] =
ωβ

r
Rγ,βκ(r)χβκ,m(θ, ϕ). (6.2.2)

In the notation of (3.2.4) the radial amplitudes are

Rγ,+κ(r) = Pγ,κ(r), Rγ,−κ(r) = Qγ,κ(r),

ω+1 = 1 and ω−1 = i and the angular 2-spinors, (3.2.9), are

χβκ,m(θ, ϕ) =
∑

σ

(lβ ,m− σ, s, σ | lβ , s, j,m) Y m−σ
lβ

(θ, ϕ)φσ (6.2.3)

with lβ = j + 1
2βη, η = sgn κ and s = 1/2. Clearly either the triple lβ sj or

the index βκ can be used to label the component uniquely.
Compatible quantum mechanical operators, O, are therefore 4×4 matrices

partitioned into 2× 2 blocks

O =
(
O1,1 O1,−1
O−1,1 O−1,−1

)
(6.2.4)

labelled by the appropriate values of β. It is convenient to divide operators of
the form (6.2.4) into two classes [1, 2]:

Even:
(
O1,1 0

0 O−1,−1

)
, Odd:

(
0 O1,−1

O−1,1 0

)
(6.2.5)

Most even operators are either multiples of the 4 × 4 identity operator, so
that O1,1 = O−1,−1 or of the matrix β for which O1,1 = −O−1,−1 . Odd
operators are due to the presence of Dirac α matrices: the most common
are the kinetic energy operator, cα · p, and the interaction, α · A, with an
Hermitian external vector potential A. In this case, O1,−1 = O−1,1 = σ · p or
O1,−1 = O−1,1 = σ·A respectively. We can therefore build everything we need
for even operators from 2-spinor matrix elements of tensor operators Sk

q (r) =

vk(r)Ck
q (θ, ϕ), and from expressions of the form X

(1ν)k
q (r) = [σ × Tν ]k for

odd operators, where Tν = FνCν(θ, ϕ) in which Fν operates on functions of
r. The matrix element expressions derived in this chapter were first set out in
[2] (with corrections in [1], [3]), [4], [5], and [6]. Frequently used results from
this chapter are collected for convenience in Appendix A.4.
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6.2.1 2-spinor matrix elements of even operators

We start with the matrix element of an even tensor operator

〈 γ, βκ,m |Sk
q | γ′, βκ′,m′ 〉,

where Sk
q (r) = vk(r)Ck

q (θ, ϕ) with integer k and q. The integration over the
coordinates is separable [2], so that we can extract the dependence on m,m′, q
using the Wigner-Eckart theorem (B.2.26),

〈 γ, βκ,m |Sk
q | γ′, βκ′,m′ 〉 =

(
m k j′

j q m′

)
〈βκ ‖Sk‖βκ′ 〉 (6.2.6)

where, because ω∗
β ωβ = 1,

〈βκ ‖Sk‖βκ′ 〉 = Vk(γ, βκ; γ′, βκ′)〈βκ ‖Ck‖βκ′ 〉,

the radial integral is

Vk(γ, βκ; γ′, βκ′) =
∫ ∞

0
R∗

γ,βκ(r)Rγ′,βκ′(r) vk(r) dr,

and the reduced matrix element is

〈βκ ‖Ck‖βκ′ 〉 = (−1)lβ+j′+k+1/2[j, j′]1/2〈 lβ‖Ck ‖l′β 〉
(
j j′ k
l′β lβ 1/2

)
, (6.2.7)

with lβ = j + 1
2βη, l

′
β = j′ + 1

2βη
′. The derivation of this result requires a

number of standard pieces; first (B.3.136),

(l ‖Ck ‖ l′) = (−1)l[ l, l′ ]1/2
(
l k l′

0 0 0

)
(6.2.8)

where the angular momentum selection rules can be expressed in terms of
the triangular delta { l k l′ }, (B.3.43), and (B.3.51) gives rise to the parity
selection rule: l + k + l′ is an even integer. Equation (6.2.7) can be further
simplified by noting the identity (see, for example, [7, p. 519])

(−1)j+j′+k+1
(
j k j′

1/2 0 −1/2

)
= [ l, l′ ]1/2

(
l k l′

0 0 0

)(
j j′ k
l′ l 1/2

)
, (6.2.9)

giving finally

〈βκ ‖Ck‖βκ′′ 〉 = (−1)j+1/2[ j, j′ ]1/2
(
j k j′

1/2 0 −1/2

)
. (6.2.10)

This is independent of the index β so that we can write
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〈βκ ‖Ck‖βκ′′ 〉 ≡ 〈 j ‖Ck‖ j′ 〉.

Following [2], we can now write the matrix element of (6.2.6) in the form

〈 γ, βκ,m |Sk
q | γ′, βκ′,m′ 〉 = dk(jm, j′m′)Vk(γ, βκ; γ′, βκ′) (6.2.11)

where

dk(jm, j′m′) =
(
m k j′

j q m′

)
Πe(κκ′k) 〈 j ‖Ck ‖ j′ 〉 (6.2.12)

The factor Πe(κκ′k) incorporates the parity selection rules. Parity conserva-
tion requires that l + k + l′ = j + k + j′ + β(η + η′)/2 should be an even
integer; because (η + η′)/2 = 0,±1 this is the same for both values β = ±1.
The 3jm-symbol requires that { j k j′ } should not vanish without reference
to the choice of β and β′. In other words, [2, Equation (29)], dk(jm, j′m′) is
nonvanishing if

{ j k j′ } = 1, j + k + j′ is
{

even if η = −η′

odd if η = η′ (6.2.13)

for the 4-spinor as a whole. The parity factor can be written (cf. [6, Equation
(59)]),

Πe(κκ′k) =
1
2
[1− ηη′(−1)j+j′+k] (6.2.14)

The symmetry relations

dk(jm, j′m′) = (−1)m−m′
dk(jm′, j′m) (6.2.15)

= (−1)j+j′+k+1dk(j,−m, j′,−m′)

have been used in Appendix A.4 to shorten the numerical table of dk(jm, j′m′)
for j, j′ = 1/2, 3/2, 5/2.

Although he did not use this notation, the coefficients dk(jm, j′m′) are
identical (up to a phase factor) with coefficients calculated by Inglis [8] in an
early investigation of weak electrostatic interaction in jj-coupling. It is inter-
esting to compare our result (6.2.12) with the corresponding nonrelativistic
formula, known as Gaunt’s integral, [9, Equations 86(6), 86(11)] which, using
Racah’s results [11, Equations (52), (50) and (16’) of the 1942 paper], can be
put in the equivalent form

ck(lm, l′m′) =
(
m k l′

l q m′

)
(l ‖Ck ‖ l′). (6.2.16)

Gaunt [12] evaluated (6.2.16) as an integral of a product of three normalized
associated Legendre polynomials [9, Equation 86(6)]

ck(lm, l′m′) =

√
2

2k + 1

∫ π

0
Θ(kq)Θ(lm)Θ(l′m′) sin θ dθ
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where q = m−m′ and, in the notation of (B.3.23),

Θ(lm) = (−1)m

[
(2l + 1)(l −m)!

2(l +m)!

]1/2

Pm
l (cos θ), m ≥ 0

with Θ(l,−m) = (−1)mΘ(lm). The result was expressed algebraically in a
manner similar to the expression (B.3.49) for Clebsch-Gordan coefficients.
The relativistic coefficients corresponding to dk(jm, j′m′) obtained by Swirles
[13] and Jacobsohn [14] in the earliest studies of relativistic atomic struc-
ture reproduce the numerical values calculated from (6.2.12). However, they
were compelled to express the matrix element 〈 γ, βκ,m |Sk

q | γ′, βκ′,m′ 〉 in
terms of Gaunt integrals, so that the symmetry and closure properties of the
dk(jm, j′m′) as well as the functional similarity of (6.2.12) and (6.2.16) were
hard to resolve.

6.2.2 2-spinor matrix elements of odd operators

Similarly, the matrix elements of an odd operator are always of the form

〈 γ,−λ,m |T k
q | γ′, λ′,m′ 〉 =

(
m k j′

j q m′

)
〈 γ,−λ ‖T k‖ γ′, λ′ 〉, (6.2.17)

where λ = βκ, λ′ = βκ′, β = ±1,

T k = FνX(1ν)k(r), X(1ν)k
q (r) = [σ ×Cν ]kq ,

Fν operates only on functions of r, and X(1ν)k involves only spin-angular
coordinates. We again separate out the integration over r so that

〈γ,−λ ‖T k ‖ γ′, λ′〉 (6.2.18)

= −iβ
∫ ∞

0
R∗

γ,−λ(r) Fν Rγ′,λ′(r) dr 〈−λ‖X(1ν)k‖λ′〉;

the prefactor results from ω∗
−βωβ = −iβ. As a composite tensor operator,

X
(1ν)k
q (r) only has nonvanishing matrix elements when β′ = −β and, like the

2 × 2 matrix operator σ, operates on the space of 2-spinors. We need only
cases in which the coupled tensor operators of X(1ν)k

q (r) commute, so that

X(1ν)k
q (r) = [σ ×Cν ]kq = (−1)ν−1+k[ Cν × σ ]kq .

This class of tensor operator occurs in electromagnetic interactions, and is
therefore of importance for electronic structure as well as for electromagnetic
radiation processes.

Following [4, 15], we apply (B.3.163), (B.3.136), and (B.3.134), and after
evaluating the 9j-symbol explicitly, we find

〈−λ‖X(1ν)k‖λ′ 〉 = Πo(κκ′k)〈 j ‖Ck‖ j′ 〉Eν(−λ,+λ′, k). (6.2.19)
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Here the parity conditions are the opposite of those in (6.2.13),

Πo(κκ′k) = 1−Πe(κκ′k), (6.2.20)

where ν = k − 1, k or k + 1. The coefficients Eν(λ, λ′, k) are given by1

Ek−1(λ, λ′, k) =
k + λ− λ′

[k(2k − 1)]1/2 ,

Ek(λ, λ′, k) =
−λ− λ′

[k(k + 1)]1/2 , (6.2.21)

Ek+1(λ, λ′, k) =
−k − 1 + λ− λ′

[(k + 1)(2k + 3)]1/2 .

6.3 Angular reduction of the Dirac Hamiltonian for a
central potential

As a first application of the previous section, we compute matrix elements of
the Dirac Hamiltonian with a spherically symmetric scalar potential, (6.1.3).

h = cααα · ppp+ (β − 1)mc2 + V (r) (6.3.1)

This can be partitioned as in (6.2.4) so that

h1,1 = V (r), h−1,−1 = −2mc2 + V (r),
(6.3.2)

h1,−1 = h−1,1 = cσ · p.

Then

〈γ, κ,m |h | γ′, κ′,m〉 =
∑
β,β′

〈γ, βκ,m |hβ,β′ |β′γ′, κ′,m〉

= 〈γ,+κ,m |V (r) | γ′,+κ,′m〉+ 〈γ,−κ,m | − 2mc2 + V (r) | γ′,−κ′,m〉
+ 〈γ,+κ,m | cσ · p | γ′,−κ′,m〉+ 〈γ,−κ,m | cσ · p | γ′,+κ′,m〉. (6.3.3)

The diagonal matrix elements can be obtained from (6.2.11) with k = q = 0,
giving

〈γ, κ,m |V (r) | γ′, κ′,m′〉 = δκ,κ′δmm′

∫ ∞

0
P ∗

γ,κ(r)V (r)Pγ′,κ(r) dr, (6.3.4)

and

1 The present notation Eν(λ, λ′, k) seems clearer than the notation Eν
β(κ, κ′; k)

used in [4, Equation (16)].
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〈γ,−κ,m | − 2mc2 + V (r) | γ′,−κ′,m〉

= δκ,κ′δmm′

∫ ∞

0
Q∗

γ,κ(r)(−2mc2 + V (r))Qγ′,κ(r) dr.

For off-diagonal contributions, we start from (B.3.147),

〈γ, κ,m | cσ · p | γ′,−κ′,m〉 = −
√

3〈γ, κ,m | [cσ × p ]00 | γ′,−κ′,m〉,

and apply (B.3.163) with k = 0, k1 = k2 = 1, j1 = l, j′1 = l′, j2 = j′2 = 1/2 so
that

〈γ,+κ,m | cσ · p | γ′,−κ′,m〉 = −δκκ′δmm′
√

3 [j]

×

⎧⎨⎩
l l′ 1

1/2 1/2 1
j j 0

⎫⎬⎭ 〈 γ, l‖p ‖γ′, l′ 〉 〈 1/2‖σ ‖1/2 〉. (6.3.5)

The reduced matrix elements of p and σσσ are given respectively by (B.3.152)
and (B.3.134), and with explicit values for the 9j-symbol, we find

〈γ,+κ,m | cσ · p | γ′,−κ′,m′〉

= −δκ,κ′δmm′ c

∫ ∞

0
R∗

γ,+κ(r)
(
d

dr
− κ

r

)
Rγ′,−κ(r) dr, (6.3.6)

and similarly

〈γ,−κ,m | cσ · p | γ′,+κ′,m〉

= +δκ,κ′δmm′ c

∫ ∞

0
R∗

γ,−κ(r)
(
d

dr
+
κ

r

)
Rγ′,+κ(r) dr, (6.3.7)

in agreement with results obtained by more elementary methods. Combining
these results gives

〈a |h | b〉 = δκa,κδκb,κδmamb
I(a, b) (6.3.8)

where

I(a, b) =
∫ ∞

0
cQ∗

γa,κ(r)
(
d

dr
+
κ

r

)
Pγb,κ(r)

− c P ∗
γa,κ(r)

(
d

dr
− κ

r

)
Qγb,κ(r)− 2mc2Q∗

γa,κ(r)Qγb,κ(r)

+ vnuc(r)
[
P ∗

γa,κ(r)Pγb,κ(r) +Q∗
γa,κ(r)Qγb,κ(r)

]
dr. (6.3.9)
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6.4 Matrix elements of 2-body operators

Scalar two-body operators such as the Coulomb and Breit interactions can
typically be written as a sum of terms of the form

g(1, 2) =
∑
K

gK(r1, r2) T K(1) · T K(2) (6.4.1)

where gK(r1, r2) carries the dependence on the radial coordinates and the
tensor operators T K(a) act on the other spatial coordinates and possibly on
the spin variables of the particle labelled a. Using the Wigner-Eckart Theorem,
matrix elements of g can be written in terms of effective interaction strengths
XK(ab; cd) of order K such that

〈ab | g | cd〉 =
∑

k

∑
q

(
ma K jc
ja Q mc

)(
mb Q jd
jb K md

)
XK(abcd) (6.4.2)

where, in the simplest case,

XK(abcd) = (−1)K〈a ‖T K‖ c〉〈b ‖T K‖ d〉 RK(abcd), (6.4.3)

in which the integral RK(abcd) involves radial amplitudes only. These equa-
tions serve as a template for the more complicated expressions encountered
in treating the Breit and related interactions.

6.4.1 The Coulomb interaction

The Coulomb interaction kernel is given by

gC(R) =
1
R
, R = |r1 − r2|.

This can be identified with the generating function for Legendre polynomials
[16, 22.9.12] so that

gC(R) =
∞∑

k=0

Uk(r1, r2)Pk(cosΘ) (6.4.4)

where

Uk(r1, r2) =

{
rk1/r

k+1
2 if r1 ≤ r2

rk2/r
k+1
1 if r2 < r1

(6.4.5)

and from (B.3.143) and (B.3.147)

Pk(cosΘ) = Ck(1) ·Ck(2). (6.4.6)

This expansion acts on space coordinates only so that the effective Coulomb
interaction strength is
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Xk
C(abcd) = {ja, jc, k}{jb, jd, k}Πe(κaκck)Πe(κbκdk)

× (−1)k〈ja‖Ck‖jc〉〈jb‖Ck‖jd〉Rk
C(abcd), (6.4.7)

where the first line expresses angular momentum and parity conservation,
〈j‖Ck‖j′〉 is given by (6.2.10), and the radial integral is

Rk
C(abcd) =

∑
β,β′

Rk(λa, λ
′
b, λc, λ

′
d), (6.4.8)

so that, with λa = βκa, λ′
b = β′κb, λc = βκc and λ′

d = β′κd,

Rk(λa, λ
′
b, λc, λ

′
d) =

∫ ∞

0

∫ ∞

0
ρac(r)Uk(r, s) ρbd(s) drds. (6.4.9)

The Dirac radial overlap charge densities appearing here are defined by

ρac(r) =
∑

β R
∗
γa,λa

(r)Rγc,λc(r) = P ∗
a (r)Pc(r) +Q∗

a(r)Qc(r),

ρbd(s) =
∑

β′ R∗
γb,λ′

b
(s)Rγd,λ′

d
(s) = P ∗

b (s)Pd(s) +Q∗
b(s)Qd(s).

(6.4.10)

Alternatively [1, 2] we can write the matrix element using (6.2.12), giving〈
ab
∣∣ gC(R)

∣∣ cd〉
=
∑

k

dk(jama, jcmc) dk(jdmd, jbmb) δma+mb,mc+md
Rk

C(abcd). (6.4.11)

The parity selection rules embodied in (6.4.7) can conveniently be summarized
by

ja + jc + k :
{

even if ηa �= ηc

odd if ηa = ηc
, jd + jb + k :

{
even if ηd �= ηb

odd if ηd = ηb
(6.4.12)

which hold along with the restrictions imposed by the triangular deltas.
These Dirac results are very similar to those of the nonrelativistic theory

given in classic texts such as that of Condon and Shortley [9, Chapter 6]
and Judd [17, Chapter 4]. The nonrelativistic addition of a weak electrostatic
perturbation in nonrelativistic jj-coupling theory was studied by Inglis [8]
and his formulae, quoted in [9, Chapter 10], agree with (6.4.11).

6.4.2 Relativistic corrections to the Coulomb interaction

The investigation in §4.9 of effective interactions from QED identified several
approximations which can be important in applications.

The simplest, the Gaunt interaction [12], is the unretarded current-current
component of the Feynman gauge effective interaction in (4.9.13). This is
usually presented in terms of an “effective potential”
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gG(R) = −α1 ·α2

R
. (6.4.13)

where R = |r1 − r2|. The assumption that gG(R) is unretarded implies that
the wavelength of the exchanged virtual photon propagating the interaction
is large compared with system dimensions.

In the Coulomb gauge, the photon propagator splits into two parts: the
Coulomb potential arises from virtual photons that are polarized in the di-
rection along which the photon propagates, and a part from virtual photons
polarized perpendicular to this direction. In the long wavelength limit the
latter, transverse, part gives the Breit interaction (4.9.22):

gB(R) = lim
ω→0

gT (R;ω) = − 1
2R

(
α1 ·α2 + (α1 · R̂)(α2 · R̂)

)
, (6.4.14)

When the interaction involves electrons that are sufficiently strongly bound,
the long wavelength assumption fails and we need to use configuration space
kernels that allow for this. In the Feynman gauge we obtain the Møller inter-
action kernel (4.9.11) [18]

gM (R;ω) = (1−α1 ·α2)
eiωR/c

R
, (6.4.15)

This gives relativistic corrections to the retarded Coulomb interaction. In the
Coulomb gauge (6.4.14) is replaced by the transverse photon kernel (4.9.21),

gT (R;ω) = −α1 ·α2
eiωR/c

R
− (α1 ·∇R)(α2 ·∇R)

eiωR/c − 1
ω2R/c2

, (6.4.16)

which reduces to (6.4.14) as ω → 0. We present expressions below for the
matrix elements of these interactions [1, 4, 6, 15].

6.4.3 The Gaunt interaction

The Gaunt interaction has a multipole expansion

gG(R) =
∑
k,K

(−1)k+KUk(r1, r2) X(1k)K(1) · X(1k)K(2), (6.4.17)

of the form (6.4.1) where Uk(r1, r2) is defined by (6.4.4),

X(1k)K =
[
α×Ck

]K
=
(

0 X(1k)K

X(1k)K 0

)
,

and X(1k)K is defined by (6.2.17). The derivation of the 2-body matrix ele-
ments of (6.4.17) is on similar lines to that of the Coulomb interaction with
the help of results from §6.2.2. The effective interaction strength is
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Xk
G(abcd) = −(−1)kΠo(κa, κc, k)Πo(κb, κd, k)

×
k+1∑

ν=k−1

∑
β,β′

〈−λa‖X(1ν)k‖λc 〉〈−λ′
b‖X(1ν)k‖λ′

d 〉Rν(−λa,−λ′
b, λc, λ

′
d),

(6.4.18)

where the Slater integral is defined by (6.4.9). Alternatively, we introduce
Gaunt coefficients gν(β, κm, κ′m′, k) analogous to the dk(jm, j′m′) Coulomb
coefficients,

gν(β, κm, κ′m′, k) =
(
m k j′

j q m′

)
〈−λ‖X(1ν)k‖λ′ 〉, (6.4.19)

and obtain〈
ab
∣∣ gG(R)

∣∣ cd〉
= −

∞∑
k=0

(−1)k
k+1∑

ν=k−1

∑
β,β′

gν(β, κama, κcmc, k) gν(β′, κdmd, κbmb, k)

×Rν(−λa,−λ′
b, λc, λ

′
d) δma+mb,mc+md

. (6.4.20)

6.4.4 The Møller interaction

The Møller interaction, (6.4.15), is a sum of two terms

gM (R;ω) = gM1(R;ω) + gM2(R;ω), (6.4.21)

where

gM1(R;ω) =
eiωR/c

R

ω→0−→ g C(R),

gM2(R;ω) = −α1 ·α2
eiωR/c

R

ω→0−→ gG(R)

In place of the Coulomb multipole expansion (6.4.4) we have [16, 10.1.45,
10.1.46],

eiωR/c

R
= i
ω

c

∞∑
k=0

[ k ] jk(ωr</c)h
(1)
k (ωr>/c)Pk(cosΘ), (6.4.22)

where r< is the smaller and r> the larger of r1 and r2. Thus the multipole
Coulomb potential Uk(r1, r2) is replaced by a product of ω-dependent spher-
ical Bessel functions,

Uk(r1, r2;ω) = i
ω

c
[ k ] jk(ωr</c)h

(1)
k (ωr>/c). (6.4.23)

It is easy to verify from Appendix A.3 that this reduces to Uk(r1, r2) as ω → 0.
The reduced matrix elements are
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XM1(ω; abcd) =
∞∑

K=0

(−1)K 〈ja‖CK‖jc〉 〈jb‖CK‖jd〉 RK(ω; abcd), (6.4.24)

and

XM2(ω; abcd) = −
∞∑

K=0

(−1)K
∑
β,β′

K+1∑
k=K−1

× 〈−λa‖X(1k)K‖λc 〉〈−λ′
b‖X(1k)K‖λ′

d 〉Rk(ω;−λa,−λ′
b, λc, λ

′
d) (6.4.25)

where the radial Slater integrals RK(ω; abcd) and Rk(ω;−λa,−λ′
b, λc, λ

′
d)

are respectively given by (6.4.8) and (6.4.9) with Uk(r1, r2) replaced by
Uk(r1, r2;ω). The multipole potential Vk(r1, r2;ω) of [4, Equations (4), (6)] is
the real part of Uk(r1, r2;ω).

6.4.5 The transverse photon interaction in Coulomb gauge

As in the case of the Møller interaction, the transverse photon interaction
(6.4.13) can be divided into two parts,

gT (R;ω) = gM2(R;ω) + gRet(R;ω) (6.4.26)

where

gRet(R;ω) = −(α1 ·∇R)(α2 ·∇R)
eiωR/c − 1
ω2R/c2

is normally designated, somewhat misleadingly, as the retardation part of the
operator. Matrix elements of the real part of this interaction were derived in
[4, 5], and it requires only minor changes to write down the matrix elements
of (6.4.26) as a whole. We require additional multipole functions

WK(r1, r2;ω) = [UK(r1, r2;ω)− UK(r1, r2)]
c2

ω2 (6.4.27)

Wkk′K(r1, r2;ω) = DkK
1 Dk′K

2 WK(r1, r2;ω)

where

DkK
i =

∂

∂ri
− k(k + 1)−K(K + 1)− 2

2ri
, i = 1, 2.

The functions Wνν′k(r1, r2;ω) have the explicit form

WK−1,K−1,K(r1, r2;ω) =
2K + 1
2K − 1

UK−1(r1, r2;ω)

(6.4.28)

WK+1,K+1,k(r1, r2;ω) =
2K + 1
2K + 3

UK+1(r1, r2;ω)
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WK−1,K+1,K(r1, r2;ω) (6.4.29)

=

{
−i ω

c [K ] jK−1(ωr1/c) h
(1)
K+1(ωr2/c) + [ K ]2c2

ω2
rK−1
1

rK+2
2

if r1 < r2

−i ω
c [K ] h(1)

K+1(ωr1/c) jK−1(ωr2/c) if r1 > r2

so that
WK+1,K−1,K(r1, r2;ω) = WK−1,K+1,K(r2, r1;ω).

We can now write the interaction in the form (6.4.1), [4, Equation (8)], as

gT (R;ω) (6.4.30)

=
∞∑

K=0

{
K+1∑

k=K−1

vkKUk(r1, r2;ω) X(1k)K(1) · X(1k)K(2)

+ wK

[
WK−1,K+1,K(r1, r2;ω) X(1,K−1)K(1) · X(1,K+1)K(2)

+ WK+1,K−1,K(r1, r2;ω) X(1,K+1)K(1) · X(1,K−1)K(2)
]}

where
vKK = 1, vK−1,K = − K + 1

2K + 1
, vK+1,K = − K

2K + 1
,

and

wK = − [K(K + 1)(2K − 1)(2K + 3)]1/2

(2K + 1)2
.

The matrix elements can therefore be written

XT (ω; abcd) =
∞∑

K=0

(−1)K+1
∑
ββ′

×
{

K+1∑
k=K−1

〈−λa‖X(1k)K‖λc 〉〈−λ′
b‖X(1k)K‖λ′

d 〉 vkK R
k(ω;−λa,−λ′

b, λc, λ
′
d)

+ wK

[
〈−λa‖X(1K−1)K‖λc 〉〈−λ′

b‖X(1K+1)K‖λ′
d 〉

× TK−1,K+1,K(ω;−λa,−λ′
b, λc, λ

′
d)

+ 〈−λa‖X(1K+1)K‖λc 〉〈−λ′
b‖X(1K−1)K‖λ′

d 〉

× TK−1,K+1,K(ω;−λ′
b,−λa, λ

′
d, λc)

]}
, (6.4.31)

where TK−1,K+1,K(ω;−λa,−λ′
b, λc, λ

′
d) is defined by (6.4.18) after replacing

Uk(r1, r2) by WK∓1,K±1,K(r1, r2;ω) and using integral symmetry. Equation
(6.4.30) is equivalent to the expressions given in the original papers [4, 5, 6]
but is now in a form that makes the dependence on the indices β and β′, which
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label the “large” and “small” components of the Dirac spinors more obvious.
Similar formulas were derived in [19, 20, 21] by slightly different methods.

We have now to decide appropriate values of ω. On the energy shell we
have εa + εb = εc + εd, so that the frequency of the virtual photon is given by
ω = ωac = −ωbd where ωac = (εa−εc)/c and ωbd = (εb−εd)/c. The position off
the energy shell when ωac �= −ωbd is more complicated, as discussed in §4.10,
but the averaging of matrix elements with ω = ωac and ω = ωdb suggested
in (4.9.23) has proved quite effective in bound state calculations involving
atomic inner shells.

6.4.6 The Breit interaction

The effective interaction strength for the Breit interaction, (6.4.14), can be
obtained by taking the long wavelength limit of (6.4.31):

gB(R) = lim
ω→0

gT (R;ω) = − 1
2R

(
α1 ·α2 + (α1 · R̂)(α2 · R̂)

)
. (6.4.32)

We need the limits [4]

lim
ω→0

Uk(r1, r2;ω) = Uk(r1, r2);

lim
ω→0

WK−1,K−1,K(r1, r2;ω) =
2K + 1
2K − 1

UK−1(r1, r2);

lim
ω→0

WK+1,K+1,K(r1, r2;ω) =
2K + 1
2K + 3

UK+1(r1, r2);

and

lim
ω→0

WK−1,K+1,K(r1, r2;ω)

= −2K + 1
2

(
UK−1(r1, r2)− UK+1(r1, r2)

)
lim
ω→0

WK+1,K−1,K(r1, r2;ω)

= −2K + 1
2

(
UK−1(r2, r1)− UK+1(r2, r1)

)
where

Uk(r, s) =
{
rk/sk+1 if r < s ;
0 otherwise .

so that, from (6.4.30),
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gB(R;ω) (6.4.33)

=
∞∑

K=0

(−1)K

{
K+1∑

k=K−1

vkK Uk(r1, r2) X(1k)K(1) · X(1k)K(2)− 2K + 1
2

wK

×
[(
UK−1(r1, r2)− UK+1(r1, r2)

)
X(1,K−1)K(1) · X(1,K+1)K(2)

+
(
UK−1(r2, r1)− UK+1(r2, r1)

)
X(1,K+1)K(1) · X(1,K−1)K(2)

]}
.

It is convenient to introduce a one-sided Slater integral (compare [4, Equation
(19)])

Sk(−λa,−λ′
b, λc, λ

′
d) =

∫ ∞

0

∫ r2

0
R∗

γa,−λa
(r1)Rγc,λc

(r1)

× Uk(r1, r2) R∗
γb,−λ′

b
(r1)Rγd,λ′

d
(r1) dr1dr2, (6.4.34)

so that, from (6.4.18),

Rk(−λa,−λ′
b, λc, λ

′
d) = Sk(−λa,−λ′

b, λc, λ
′
d)+Sk(−λ′

b,−λa, λ
′
d, λc) (6.4.35)

We can therefore write the effective interaction strength in terms of the Sk

integrals as in [4, Equation (18)]

XB(abcd) =
∞∑

K=0

(−1)K
∑
ββ′

×
{

K+1∑
k=K−1

〈−λa‖X(1k)K‖λc 〉〈−λ′
b‖X(1k)K‖λ′

d 〉 vkK R
k(−λa,−λ′

b, λc, λ
′
d)

− 2K + 1
2

wK

(
〈−λa‖X(1,K−1)K‖λc 〉〈−λ′

b‖X(1,K+1)K‖λ′
d 〉

×
[
SK−1(−λa,−λ′

b, λc, λ
′
d)− SK+1(−λa,−λ′

b, λc, λ
′
d)
]

+ 〈−λa‖X(1,K+1)K‖λc 〉〈−λ′
b‖X(1,K−1)K‖λ′

d 〉

×
[
SK−1(−λ′

b,−λa, λ
′
d, λc)− SK+1(−λ′

b,−λa, λ
′
d, λc)

] )}
. (6.4.36)

Equation (6.4.36) is equivalent to [4, Equation (22)], after collecting the co-
efficients of radial integrals Sν using (6.4.35).

6.5 Interaction strengths for the magnetic interactions

6.5.1 The transverse photon interaction

In this section, we follow [15] to put the effective interaction strengths for the
transverse photon interaction into computable form. Define
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Rν [αγ |βδ;ω] =
∫ ∞

0

∫ ∞

0
Do

αγ(r)Vν(r, s;ω)Do
βδ(s) dr ds. (6.5.1)

and

Sk[αγ |βδ;ω] =
∫ ∞

0

∫ ∞

0
Do

αγ(r)Wk−1,k+1,k(r, s;ω)Do
βδ(s) dr ds. (6.5.2)

where the overlap radial densities are defined in the manner of (6.4.9) by

Do
αγ(r) = Pα(r)Qγ(r) =

[
R∗

γα,−λα
(r)Rγγ ,+λγ (r)

]
β=−1

,

where λα = βκα and λγ = βκγ
2. These basic integrals appear with different

permutations of orbital labels in combinations

Rν
µ(ABCD) =

1
2
[
Rν [αµγµ |βµδµ;ωαµγµ

] +Rν [αµγµ |βµδµ;ωβµδµ
]
]
,

(6.5.3)

Sk
µ(ABCD) =

1
2
[
Sk[αµγµ |βµδµ;ωαµγµ

] + Sk[αµγµ |βµδµ;ωβµδµ
]
]
,

listed in Table 6.1 so that the effective interaction strength for multipole k is

Xk(ABCD) = (−1)k〈jA ‖Ck ‖ jC〉〈jB ‖Ck ‖ jD〉{jA, jC , k}{jB , jD, k}

×
{

k+1∑
ν=k−1

Πo(κA, κC , ν)Πo(κB , κD, ν)
4∑

µ=1

rνk
µ (ABCD)Rν

µ(ABCD)

+Πo(κA, κC , k − 1)Πo(κB , κD, k + 1)
8∑

µ=1

skµ(ABCD)Sk
µ(ABCD)

}
.

(6.5.4)

The associated coefficients are given in Tables 6.2 and 6.3. In both tables we
have K = κC − κA, K ′ = κD − κB , with Q = 1/(2k + 1)2 and

P =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

(k + 1)
k(2k − 1)(2k + 1)

for ν = k − 1

− (κA + κC)(κB + κD)
k(k + 1)

for ν = k

k

(k + 1)(2k + 1)(2k + 3)
for ν = k + 1

The general form of the effective interaction strength simplifies when two or
more subshell labels are equal:
2 The symmetries exploited in Table 6.1 assume that the radial amplitudes are

real. The table will need modification if we have to deal with complex scattering
solutions of outgoing or ingoing type.
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Table 6.1. Permutation of labels in (6.5.4)

Rν
µ(ABCD) Sk

µ(ABCD)

µ αγ βδ µ αγ βδ µ αγ βδ

1 AC BD 1 AC BD 5 AC DB
2 CA DB 2 BD AC 6 DB AC
3 AC DB 3 CA DB 7 CA DB
4 CA BD 4 DB CA 8 BC CA

Table 6.2. Coefficients rνk
µ (ABCD)

µ ν = k − 1 ν = k ν = k + 1

1 P (K + k)(K′ + k) P P (K − k − 1)(K′ − k − 1)
2 P (K − k)(K′ − k) P P (K + k − 1)(K′ + k − 1)
3 P (K + k)(K′ − k) P P (K − k − 1)(K′ + k + 1)
4 P (K − k)(K′ + k) P P (K + k + 1)(K′ − k − 1)

See text for symbols.

Table 6.3. Coefficients sk
µ(ABCD)

µ µ

1 Q(K + k)(K′ − k − 1) 5 Q(K + k)(K′ + k + 1)
2 Q(K′ + k)(K − k − 1) 6 Q(K′ − k)(K − k − 1)
3 Q(K − k)(K′ + k + 1) 7 Q(K − k)(K′ − k − 1)
4 Q(K′ − k)(K + k + 1) 5 Q(K′ + k)(K + k + 1)

See text for symbols.

• A = C,B �= D (or A �= C,B = D)

Xk(ABAD) = 〈jA ‖Ck ‖ jA〉 〈jB ‖Ck ‖ jD〉

× 4κA(κB + κD)
k(k + 1)

Rk(A;BD;ωBD (6.5.5)

where

Rk(A;BD;ωBD)

=
1
2

∫ ∞

0

∫ ∞

0
Do

AA(r) [Uk(r, s;ω) + Uk(r, s)]D
o

BD(s) drds (6.5.6)
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Table 6.4. Coefficients gνk
γ (AB)

γ ν = k − 1 ν = k ν = k + 1

+1 −P (K + k)2 P −P (K − k − 1)2

0 −2P (K2 − k2) 2P −2P [K2 − (k + 1)2]
-1 −P (K − k)2 P −P (K + k + 1)2

with

D
o

BD(s) = Do
BD(s) +Do

DB(s) = PB(s)QD(s) + PD(s)QB(s).

• A = C,B = D (A �= B)

Xk(ABAB) = 〈jA ‖Ck ‖ jA〉 〈jB ‖Ck ‖ jB〉

× 16κA(κB + κD)
k(k + 1)

F k(A,B) (6.5.7)

where
F k(A,B) =

∫ ∞

0

∫ ∞

0
Do

AA(r)Uk(r, s)Do
BB(s) drds.

• A = D,B = C

Xk(ABBA) = (−1)jA−jB+k 〈jA ‖Ck ‖ jB〉 〈jB ‖Ck ‖ jA〉 {jA, jB , k}

×
{

k+1∑
ν=k−1

Πo(κA, κB , ν)
+1∑

γ=−1

gνk
γ (AB)Gν

γ(AB)

+Πo(κA, κB , k ± 1)
4∑

δ=1

hk
δ (AB)Hk

δ (AB)

}
. (6.5.8)

where

Gν
γ(AB) =

⎧⎨⎩
2Rν [AB |AB;ωAB ] for γ = 1
2Rν [AB |BA;ωAB ] for γ = 0
2Rν [BA |BA;ωAB ] for γ = −1

(6.5.9)

and

Hk
δ (ab) =

⎧⎪⎪⎨⎪⎪⎩
Sk[AB |AB;ωAB ] for δ = 1
Sk[BA |BA;ωAB ] for δ = 2
Sk[AB |BA;ωAB ] for δ = 3
Sk[BA |AB;ωAB ] for δ = 4

(6.5.10)

The corresponding coefficients are shown in Tables 6.4 and 6.5, where K =
κB−κA, and P andQ are as in Tables 6.2 and 6.3. See §6.7 for the construction
of the integrals listed above.
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Table 6.5. Coefficients hk
δ (AB)

δ δ

1 −2Q(K + k)(K − k − 1) 3 −2Q(K + k)(K + k + 1)
2 −2Q(K − k)(K + k + 1) 4 −2Q(K − k)(K − k − 1)

6.5.2 The Breit interaction

The corresponding results for the simpler Breit interaction can be taken
from [4]. The effective interaction strength is

Xk(ABCD) = (−1)k〈jA ‖Ck ‖ jC〉 〈jB ‖Ck ‖ jD〉 (6.5.11)

×
k+1∑

ν=k=1

Πo(κA, κC , ν)Πo(κB , κD, ν)
8∑

µ=1

sνk
µ (ABCD)Sν

µ(ABCD).

The eight radial integrals Sν
µ(ABCD) are all of the form

Sν(αβγδ) =
∫ ∞

0
dr

∫ ∞

r

dsDo
αγ(r)Uk(r, s)Do

βδ(s) (6.5.12)

where the arguments αγ and βδ for each value of µ are given in Table 6.1.
The coefficients skk

µ (ABCD) are independent of µ, and are given by

skk
µ (ABCD) = − (κA + κC)(κB + κD)

k(k + 1)
, (6.5.13)

subject to the parity selection rules lA + lC + k, lB + lD + k both odd. When
ν = k ± 1, the coefficients are given in Table 6.6. These expressions simplify
in particular cases:

• A = C, B �= D ( or A �= C, B = D)

Xk(ABAC) =
4κA(κB + κC)
k(k + 1)

× 〈jA ‖Ck ‖ jC〉 〈jB ‖Ck ‖ jD〉Rk(A;BC) (6.5.14)

where
Rk(A;BC) =

∫ ∞

0

∫ ∞

0
Do

AA(r)Uk(r, s)D
o

BC(s) drds.

• A = C, B = D (A �= B)

Xk(ABAC) =
16κAκB

k(k + 1)
〈jA ‖Ck ‖ jC〉 〈jB ‖Ck ‖ jD〉F k

Breit(AB)

(6.5.15)
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Table 6.6. Coefficients sνk
µ (ABCD), ν = k ± 1

µ ν = k − 1 ν = k + 1

1 (k +K)(b′ + c′K′) (K′ − k − 1)(b+ cK)
2 (k +K′)(b′ + c′K) (K − k − 1)(b+ cK′)
3 (k −K)(b′ − c′K′) (−K′ − k − 1)(b− cK)
4 (k −K′)(b′ − c′K) (−K − k − 1)(b− cK′)
5 −(k +K)(b′ − c′K′) (K′ + k + 1)(b+ cK)
6 −(k −K′)(b′ + c′K) (−K + k + 1)(b− cK′)
7 −(k −K)(b′ + c′K′) (−K′ + k + 1)(b− cK)
8 −(k +K′)(b′ − c′K) (K + k + 1)(b+ cK′)

K = κC − κA, K
′ = κD − κB

b′ = (k + 1)/2(2k − 1), c′ = −(k − 2)/2k(2k − 1), k ≥ 1
b = k/2(2k + 3), c = (k + 3)/(2k + 2)(2k + 3), k ≥ 0.

Table 6.7. Coefficients ξνk
γ (AB), ν = k ± 1

γ ν = k − 1 ν = k + 1

1 (−K − k)(b ′ + c ′K) (k + 1 −K)(b+ cK)
2 2[b ′k − c ′K2] −2[b(k + 1) + cK2]
3 (K − k)(b ′ − c ′K) (k + 1 +K)(b− cK)

b, c, b′, c′ as in Table 6.6

where

F k
Breit(AB) =

∫ ∞

0

∫ ∞

0
Do

AA(r)Uk(r, s)Do
BB(s) drds.

• A = D, B = C

(i) ν = k, lA + lB + k odd

Xk(ABBA) = (−1)k+jA+jB
[(κA + κB)〈jA ‖Ck ‖ jB〉]2

k(k + 1)
Gk

Breit(AB)

(6.5.16)
with

Gk
Breit(AB) =

∫ ∞

0

∫ ∞

0
D

o

AB(r)Uk(r, s)D
o

AB(s) drds.

(ii) ν = k ± 1, lA + lB + k even

Xk(ABBA) = (−1)k+jA−jB [〈jA ‖Ck ‖ jB〉]2

×
+1∑

γ=−1

∑
ν=k±1

ξνk
γ G

νγ
Breit(AB) (6.5.17)
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where, in (6.5.16) and (6.5.17),

Gk
Breit(AB) = Gk,+1

Breit(AB) + 2Gk,0
Breit(AB) +Gk,−1

Breit(AB)

and

Gν,+1
Breit(AB) =

∫ ∞

0

∫ ∞

0
Do

AB(r)Uν(r, s)Do
AB(s) drds,

Gν,0
Breit(AB) =

∫ ∞

0

∫ ∞

0
Do

AB(r)Uν(r, s)Do
BA(s) drds,

Gν,−1
Breit(AB) =

∫ ∞

0

∫ ∞

0
Do

BA(r)Uν(r, s)Do
BA(s) drds.

The coefficients ξνk
γ are shown in Table 6.7.

6.6 Closed shells and configuration averages

6.6.1 The Dirac-Hartree-Fock model

The energy of a configuration of closed subshells with a wavefunction which
is a single determinant, §6.1, has the form

E =
∑

a

{
〈a |h | a〉+

1
2

∑
b

[〈ab | g | ab〉 − 〈ba | g | ab〉]
}

(6.6.1)

where the indices a, b run over all occupied orbitals. For simplicity, we begin
with the Dirac-Coulomb model in which g = gC . We adopt a notation in
which jj-coupled subshells are labelled by capital letters, A,B, . . . and iden-
tify lower-case labels as members of the corresponding subshell, so that a ∈ A,
b ∈ B and so on. The subshell A can be associated with quantum numbers
nA, κA, where nA is a principal quantum number defining an energy eigen-
state in the spherically symmetric model potential u of (6.1.3), and κA is an
angular quantum number. The members a ∈ A are therefore the orbitals with
quantum numbers {nA, κA,mA |mA = −jA,−jA+1, . . . ,+jA}; we denote the
dimension of this set by q0A = [jA] = 2jA + 1.

When the orbitals are Dirac central field spinors, we can use the results
of the last two sections to express each of the terms contributing to (6.6.1) in
terms of radial integrals. Thus each orbital a ∈ A contributes

〈a |h | a〉 = I(A,A), (6.6.2)

where, from (6.3.8).

I(A,A) =
∫ ∞

0
cQ∗

nA,κA
(r)
(
d

dr
+
κA

r

)
PnA,κA

(r) (6.6.3)

−c P ∗
nA,κA

(r)
(
d

dr
− κA

r

)
QnA,κA

(r)− 2mc2Q∗
nA,κA

(r)QnA,κA
(r)

+vnuc(r)
[
P ∗

nA,κA
(r)PnA,κA

(r) +Q∗
nA,κ(r)QnA,κA

(r)
]
dr,



6.6 Closed shells and configuration averages 347

depends only on the radial amplitudes PnA,κA
(r), QnA,κA

(r). Summing over
the q0A states making up each of the occupied subshells, A, gives the one-
electron contribution

E(1) =
∑

a

〈a |h | a〉 =
∑
A

q0A I(A,A) (6.6.4)

to the total energy. The Coulomb interactions contribute [2]

E(2) =
1
2

∑
a

∑
b

[
〈ab | gC | ab〉 − 〈ba | gC | ab〉

]
, (6.6.5)

where, from (6.4.2),

〈ab | g | cd〉 =
∑

k

∑
q

(
ma k jC
jA q mC

)(
mb q jD
jB k mD

)
Xk

C(ABCD).

We denote the direct interaction terms by

J(a, b) = 〈ab | gC | ab〉 (6.6.6)

=
∑

k

(
ma k jA
jA 0 ma

)(
mb 0 jB
jB k mb

)
Xk

C(ABAB),

and the exchange terms by

K(a, b) = 〈ba | gC | ab〉 (6.6.7)

=
∑

k

(
ma k jB
jA q mb

)(
mb q jA
jB k ma

)
Xk

C(BAAB).

It is customary to express (6.4.7) in terms of Slater integrals F k
C(AB) and

Gk
C(AB):

Xk
C(ABAB) = (−1)k〈ja‖Ck‖ja〉〈jb‖Ck‖jb〉F k

C(AB), (6.6.8)

and
Xk

C(BAAB) = (−1)k〈jb‖Ck‖ja〉〈ja‖Ck‖jb〉Gk
C(AB), (6.6.9)

where F k
C(AB) = Rk

C(ABAB) and Gk
C(AB) = Rk

C(BAAB) depend only on
the subshell labels and not on the magnetic quantum numbers.

The contribution to the total energy from an electron in orbital a ∈ A
interacting with all electrons in B is

∑
mB

J(a, b) =
[jB ]1/2

[jA]1/2 X
0
C(ABAB),

independent of the value of ma. This makes use of the result
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ma 0 jB
jA 0 mb

)
= [jB ]−1/2δjA,jB

δma,mb
,

from which we can evaluate the sum

S =
∑
mb

(
mb k jB
jB 0 mb

)
= [jB ]1/2

∑
mb,m′

b

(
mb k jB
jB 0 m′

b

)(
mb 0 jB
jB 0 m′

b

)
= [jB ]1/2δk, 0

by the unitarity relation (B.3.53). Setting k = 0 in (6.6.8) and substituting
numerical values for the reduced matrix elements we arrive at∑

mb

J(a, b) = [jB ]F 0
C(AB), (6.6.10)

demonstrating that an electron interacts with a full subshell, B, as if B were
a classical spherical distribution with total charge −e[jB ]. Similarly,∑

mb,q

(
ma k jB
jA q mb

)(
mb q jA
jB k ma

)
= (−1)k+jB−jA [jA]−1,

so that ∑
mb

K(ab) =
∑

k

(−1)k+jA−jB [jA]−1 Xk
C(BAAB),

which can be expressed as∑
mb

K(ab) =
1
2

[jB ]
∑

k

ΓjAkjB
Gk

C(AB), (6.6.11)

where

ΓjAkjB
= 2

(
1/2 k jB
jA 0 1/2

)2

. (6.6.12)

The closed shell exchange coefficients Γjkj′ = Γj′kj for 1/2 ≤ j′ ≤ j ≤ 7/2 are
given in Table A.5; values for j′ > j can be obtained by swapping the roles of
j and j′.

Some formulations of relativistic atomic structure use dk(jm, j′m′), (6.2.12),
and related coefficients. Thus (6.6.6) can be written

J(a, b) =
∑

k

ak(jAma, jBmb)F k(A,B), (6.6.13)

where
ak(jAma, jBmb) = dk(jAma, jAma) dk(jBmb, jBmb);
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similarly
K(a, b) =

∑
k

bk(jAma, jBmb)Gk(A,B), (6.6.14)

where
bk(jAma, jBmb) =

[
dk(jAma, jBmb)

]2
.

When the electron a belongs to the same subshell as the other electrons, the
Coulomb energy of the closed subshell A is

1
2
q0A(q0A − 1)F 0(A,A)−

∑
k>0

1
4
q0A

2
ΓjAkjA

Gk(A,A), (6.6.15)

where we have used the fact that G0(A,A) = F 0(A,A). Each fully occu-
pied subshell has just 1

2q
0
A(q0A − 1) interacting pairs, so that we can identify

F 0(A,A) as the average interaction energy of q0A electrons with the same
radial charge distribution. The k = 0 exchange terms eliminate spurious self-
interaction contributions to the energy formula. The energy of two different
interacting subshells, A and B, is

q0Aq
0
B

[
F 0(A,B)−

∑
k

1
2
ΓjAkjB

Gk(A,B)

]
. (6.6.16)

The first term is the classical interaction energy of q0A spherically distributed
electrons in subshell A and q0B spherically distributed electrons in subshell B.
These results motivate the assumptions of the crude Pyper-Grant model [22]
used to discuss shell filling in §1.3.5.

The DHF energy of an electronic configuration consisting only of closed
subshells can therefore be written [23]

EDHF =
∑
A

q0A (6.6.17)

×
{
I(A,A) +

1
2

∑
B

∑
k

[
C0(ABk)F k(A,B) +D0(ABk)Gk(A,B)

]}
,

where

C0(ABk) = q0B δk,0, D0(ABk) = −1
2
q0B ΓjAkjB

. (6.6.18)

6.6.2 Inclusion of magnetic interactions

The closed subshell contribution of magnetic interactions can be treated in
much the same way; here we give results in terms of the effective interaction
strengths, starting from
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〈ab | g | cd〉 =
∞∑

K=0

(
ma K jC
jA q mc

) (
mb K jD
jB −q md

)
XK(ABCD) (6.6.19)

where we use (6.4.32) for the Breit interaction, for example, (6.4.20) for the
Gaunt interaction, and the corresponding expressions extracted from (6.4.31),
(6.4.25), or (6.4.24) for the transverse photon, and the Møller interactions
respectively. The selection rules for the retarded Coulomb interaction (M1),
(6.4.24), are the same as for the Coulomb interaction. The current-current
terms (M2) require the magnetic parity conditions (6.2.18) and (6.2.19):

{ j K j′ } = 1, j +K + j′ is
{

odd if η = −η′

even if η = η′ (6.6.20)

The direct magnetic matrix elements are non-vanishing only if K = 0; since
(6.6.20) also requires that K takes odd values when κ = κ′, this makes the
direct magnetic interaction of an electron a ∈ A with the subshell B vanish
identically. The exchange magnetic contribution does not vanish and we find
that the magnetic energy of a single electron of subshell A with the closed
subshell B is ∑

mB

〈ab | g | ba〉 = [jA]−1
∞∑

k=0

Xk(ABBA), (6.6.21)

where Xk(ABBA) is defined in (6.5.16) and (6.5.17).

6.6.3 Average of configuration models

We can write (6.6.17) in terms of one-electron mean energies

e0A = I(A,A) +
∑
B

e0AB (6.6.22)

where
e0AB =

∑
k

[
C0(ABk)F k(A,B) +D0(ABk)Gk(A,B)

]
represents the Coulomb repulsion energy of a single electron in subshell A
with the closed B subshell. With this notation, (6.6.17) gives

EDHF =
1
2

∑
A

q0A
[
I(A,A) + e0A

]
. (6.6.23)

Whilst it cannot give all the detail, the average of configuration model [24,
Chapter 14] has proved a useful first approximation for open shell systems.
This is a classical scheme exploiting closed shell formulae in which the in-
teraction of a single electron in subshell A with a single electron in subshell
B is given by e0AB/q

0
B when the subshells are different and e0AA/[

1
2 (q0A − 1)]
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when the two electrons belong to the same subshell A. The j–j average of
configuration energy following (6.6.23) is

Ejj =
1
2

∑
A

qA [I(A,A) + eA] . (6.6.24)

where
eA = I(A,A) +

∑
B

eAB ,

eAB =
∑

k

[
C(ABk)F k(A,B) +D(ABk)Gk(A,B)

]
qA is the actual subshell occupation, and

C(ABk) =
qB − δAB

q0B − δAB
C0(ABk), D(ABk) =

qB − δAB

q0B − δAB
D0(ABk).

This model can be derived in another way. We define a configurational state
function (CSF) ΨC

ΓJM for a distribution C of N electrons over partially filled
subshells as a linear combination of N×N Slater determinants ΦC

{κimi}, where
{κimi} is an abbreviation of {κ1m1, . . . κNmN} specifying the set of κm values
of Dirac electrons in partially filled subshells. Thus

ΨC
ΓJM =

∑
{κ1mi}

ΦC
{κimi} 〈{κimi} |ΓJM〉.

where 〈{κimi} |ΓJM〉 is a generalized Clebsch-Gordan coefficient. For a free
atom, the total energy EΓJ is independent of the projection M so that

(2J + 1)EΓJ =
∑
mi

∑
m′

j

∑
ΓJM

〈{κimi} |ΓJM〉 〈ΓJM | {κ′
jm

′
j}〉

× 〈{κ′
jm

′
j} |HDHF | {κimi}〉

=
∑
mj

〈{κimi} |HDHF | {κimi}〉

by GCG unitarity. The sums over projections are unrestricted, so that we
can evaluate the Hamiltonian matrix elements using closed shell formulae.
A simple counting argument shows that the number of Slater determinants
and of CSFs is the same, so that we recover the j–j average of configuration
formula (6.6.24).

Bound state Dirac central field orbitals are characterized by quantum num-
bers nκm, where n depends on the radial potential and κ and m are angular
quantum numbers. In one-electron systems, the orbital eigenvalues εnκ de-
pend only on |κ| = j + 1/2, so that j and m are good quantum numbers.
The interaction between electrons lifts the ±κ degeneracy in a manner that
depends both on the principal quantum number n and on the atomic number.
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Except in the second row of the Periodic Table, inner shells can usually be
characterized by nj. Things are more complicated in outer subshells, where
intermediate coupling is the rule, although the structure is often close to LS
coupling. The LS average of configuration DHF model, [23, 25, 26] may then
be useful. In this scheme, the two subshells nl with j = l± 1/2 are treated as
degenerate and contain qnl electrons, divided between the two Dirac subshells
in the ratio of their statistical weights, 2j + 1. Each subshell, nAlA, can hold
up to q0A = 4lA + 2 electrons so that

ELS =
1
2

∑
A

qA [I(A,A) + e′A] . (6.6.25)

Here qA is the actual number of electrons in the LS subshell and

e′A = I(A,A) +
∑
B

e′AB ,

where

e′AB =
∑

k

∑
B′∈B

[
C(AB′k)F k(A,B′) +D(AB′k)Gk(A,B′)

]
.

includes contributions from both j–j subshells B′ in B.
The average pair energy of a pair of Dirac s, p, d and f electrons, one in

subshell A the other in subshell B, defined by∑
k

[
C0(ABk)F k(A,B) +D0(ABk)Gk(A,B)

]
/(q0B − δAB), (6.6.26)

has been calculated by Larkins [26] and appears in Table A.8. For comparison,
the nonrelativistic LS coupling equivalents [24] appear in Table A.6. The effect
of averaging over j–j coupling subshell energies with weights 2l/(4l + 2) for
j = l−1/2 and (2l+2)/(4l+2) for j = l+1/2 can be represented by replacing
the Slater integrals of Table A.6 with the weighted sums of relativistic Slater
integrals.

6.7 DHF integro-differential equations

Following Swirles [13] and Grant [2], we can derive the integro-differential
equations for DHF and average of configuration models by variational meth-
ods. The energy expression EDHF , (6.6.17), has been derived assuming that
the radial amplitudes are normalized. Following Fischer [27, p. 20] we shall
work with unnormalized amplitudes, although overlap densities must then be
normalized explicitly when calculating interaction intregrals. We first write

(A|B) =
∫ ∞

0
DAB(r)dr =

∫ ∞

0
u†

A(r)uB(r) dr (6.7.1)
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for the overlap of two radial spinors. When using unnormalized wavefunctions
we must make the replacements uA → uA/(A |A)1/2 so that (6.6.17) becomes

EDHF =
∑
A

q0A
(A|A)

{
I(A,A)

+
1
2

∑
B

∑
k

[
C0(ABk)

F k(A,B)
(B |B)

+D0(ABk)
Gk(A,B)
(B |B)

]}
, (6.7.2)

Introducing a Lagrange multiplier, λAB = λBA, to enforce orthogonality of
pairs of orbitals of the same symmetry, κA = κB ,

(A|B) = 0, B �= A,

we consider the functional

J [A,B, . . .] = EDHF −
∑
A

∑
B

λAB
(A |B)

(A |A)1/2(B |B)1/2 ≡
∑
A

J [A]

where, from (6.6.22) and (6.6.23),

J [A] = q0A

⎧⎨⎩I(A,A)
(A |A)

+
1
2

∑
B

e0AB

(A |A)(B |B)
−
∑
B 
=A

λAB (A |B)
(A |A)1/2(B |B)1/2

⎫⎬⎭ ,
(6.7.3)

with
e0AB =

∑
k

[
C0(ABk)F k(A,B) +D0(ABk)Gk(A,B)

]
.

Consider the effect of a variation uA → uA + δuA. First, when κB = κA and
B �= A, then δ(A|B) = 0, whilst

δ(A |A) = 2
∫ ∞

0
δu†

A(r)uA(r) dr, δ
[
(A |A)−1] = −δ(A |A)

(A |A)2
. (6.7.4)

Next, as TκA
is a symmetric differential operator, and

I(A,A) =
∫ ∞

0
u†

A(r)TκA
uA(r)dr,

we have
δI(A,A) = 2

∫ ∞

0
δu†

A(r)TκA
uA(r)dr (6.7.5)

Because F k(A,B) = Rk(ABAB) and Gk(A,B) = Rk(BAAB), where the
general radial Slater integral is

Rk(ABCD) =
∫ ∞

0
DAC(r)

Y k(BD; r)
r

dr =
∫ ∞

0

Y k(AC; r)
r

DBD(r) dr
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where

DAC(r) = u†
A(r)uC(r),

Y k(AC; r)
r

=
∫ ∞

0
Uk(r, s)DAC(s) ds,

the effect of the variation uA → uA + δuA is

δF k(A,B) = 2(1 + δAB)
∫ ∞

0
δu†

A(r)uA(r)
Y k(BB; r)

r
dr (6.7.6)

and similarly, using the fact that bound state amplitudes are real,

δGk(A,B) = (1 + δAB)
∫ ∞

0
δu†

A(r)uB(r)
Y k(AB; r)

r
dr. (6.7.7)

Thus
δe0AB = 2(1 + δAB)

∫ ∞

0
δu†

A(r)FAB(r) dr (6.7.8)

where

FAB(r) =
∑

k

{
C0(ABk)

Y k(BB; r)
r

uA(r) +D0(ABk)
Y k(BA; r)

r
uB(r)

}
.

The first order variation δJ [A] can therefore be split into two pieces: one,
δJ1[A], coming from the variation of the common factor (A|A)−1 in (6.7.3),
the other, δJ2[A], from the variation of the integrals inside the bracket

δJ1[A] = − 2q0A
(A|A)

{
I(A,A)
(A|A)

+
1
2

∑
B

(1 + δAB) e0AB

(A|A)(B|B)

}∫ ∞

0
δu†

A(r)uA(r) dr,

and

δJ2[A] =
2q0A

(A|A)

∫ ∞

0
δu†

A(r)FA(r) dr

where

FA(r) = TκA
uA(r) +

1
2

∑
B

(1 + δAB)FAB(r)−
∑
B 
=A

λAB

2q0A

(A |A)1/2

(B |B)1/2 uB(r)

Setting δJ [A] = δJ1[A] + δJ2[A] = 0 and using the fact that δu†
A(r) is an

arbitrary variation, we get the DHF equations

TκA
uA(r) +

1
2

∑
B

(1 + δAB)FAB(r)−
∑
B

εAB uB(r) = 0 (6.7.9)

where

εAA =

[
I(A,A)
(A |A)

+
1
2

∑
B

(1 + δAB) e0AB

(A |A)(B |B)

]
(6.7.10)
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and, when B �= A (and κB = κA),

εAB =
λAB

2q0A

(A |A)1/2

(B |B)1/2 . (6.7.11)

Equation (6.7.9) is more usually written in a form resembling a single Dirac
equation

−Znuc(r) + Y (A; r)
r

PA(r) + c
(
− d

dr
+
κA

r

)
QA(r)

−
∑
B

εABPB(r) = −X+1(A; r),

(6.7.12)

c

(
d

dr
+
κA

r

)
PA(r) +

(
−2mc2 +

−Znuc(r) + Y (A; r)
r

)
QA(r)

−
∑
B

εABQB(r) = −X−1(A; r),

in which
Znuc(r) = −r vnuc(r)

is the effective charge of the electron-nucleus potential at radius r, and
Y (A; r)/r is the classical interaction of a single electron in subshell A with
the remainder of the charge density distribution, where

Y (A; r) = (q0A − 1)
Y 0(AA; r)

(A |A)
(6.7.13)

+
∑
k>0

D0(AA; k)
Y k(AA; r)

(A |A)
+
∑
B 
=A

q0B
Y 0(BB; r)

(B |B)
.

Here we have used the fact that the terms with coefficients C0(AA0) = q0A
and D0(AA; 0) = −1 sum to give the interaction of a single electron with
the residual q0A − 1 electrons of the subshell; the exchange term D0(AA; 0) is
necessary to get this right. The remaining terms, here placed on the right of
the equation, are due to the use of an anti-symmetric trial wavefunction and
couple subshell amplitudes of all symmetries:

X(A; r) =
1
r

∑
B 
=A

∑
k

D0(AB; k)
Y k(AB; r)

(B |B)

(
PB(r)
QB(r)

)
. (6.7.14)

It is these terms that are responsible for much of the practical difficulty of
numerically solving the DHF equations by finite difference methods.

The relativistic corrections to the Coulomb interaction can be handled in
the same way. Because of the large number of new integrals involved, these
have not normally been included in relativistic SCF calculations. However,
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only exchange terms contribute to the energy of closed shell configurations,
§6.6.2, and the number of new potentials to be included is relatively small.
Experiments with basis set methods indicate that the first order Breit correc-
tion to the DHF energy is almost exactly equal to the corresponding difference
between DHFB and DHF energies. Correlation calculations with DHFB wave-
functions therefore include all-order magnetic effects that may be important in
correlation calculations. The DHF integro-differential equations are essentially
the same for both normalized or unnormalized radial amplitudes. Provided we
renormalize the trial solutions, uA(r) → uA(r)/(A |A)1/2, before using them
to calculate new potentials the normalization of the converged solution takes
care of itself.

6.7.1 Construction of electrostatic potentials

As suggested by Hartree [28, p. 50], the functions

Yk(BD; r) = r

∫ ∞

0
Uk(r, s)DBD(s) ds

can be evaluated economically by differential equation methods. Because

dYk(BD; r)
dr

+ (k + 1)Yk(BD; r) = −2k + 1
r

Zk(BD; r) (6.7.15)

where
Zk(BD; r) =

∫ r

0

(s
r

)k

DBD(s) ds

so that
dZk(BD; r)

dr
+
k

r
Zk(BD; r) = DBD(r), (6.7.16)

together with the conditions Zk(BD; 0) = 0 at the origin and Yk(BD; r) −
Zk(BD; r) → 0 as r →∞ for marching outwards and inwards respectively.

6.7.2 Construction of magnetic potentials

Although they do not appear in the DHF equations, it is convenient to con-
sider the construction of magnetic interactions at this point. The transverse
photon integrals can be handled in much the same way as those for Coulomb
integrals, but the appearance of spherical Bessel functions in the kernels Vν

and Wk−1,k+1,k introduces singular behaviour that complicates the numerical
evaluation and necessitates some rearrangement of the kernels. Section §6.5
lists six types of radial integrals:

Type 1: Rν [AC |BD], equation (6.5.1).

Set
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Rν [AC |BD] =
1
2

{
R

ν
[AC |BD;ωAC ] +R

ν
[AC s|BD;ωBD]

+R
ν
[AC |BD;ωAC ] +R

ν
[AC |BD;ωBD]

}
, (6.7.17)

where

R
ν
[AC |BD] =

∫ ∞

0
Do

BD(r)ψν(r)ξν(AC;ω, r)dr (6.7.18)

with
ξν(AC;ω, r) = r−ν−1

∫ r

0
Do

AC(s)sνφν(ωs)ds.

and the functions φν(z), ψν(z) are defined in terms of spherical Bessel
functions, Appendix A.3,

φν(z) = (2ν + 1)!! z−νjν(z), ψν(z) = −zν+1 [(2ν − 1)!!]−1
yν(z)

As both φν(z) and ψν(z) are holomorphic in the neighbourhood of z = 0,
φν(1) = ψν(1) = 1, the integrands are both smooth, and we can evaluate
ξν(AC;ω, r) as the solution of the initial value problem

dξ

dr
+
ν + 1
r
ξ =

1
r
Do

AC(r)φν(ωr) (6.7.19)

where, assuming Do
AC(r) ∼ rλ as r → 0, the initial condition is

ξ(r) ∼ Do
AC(r)φν(ωr)/(ν + λ+ 1), r → 0.

Type 2 : Sk[αγ |βδ, ], equation (6.5.2).

Write

Sk[αγ |βδ] =
1
2
{
Sk[αγ |βδ;ωAC ] + Sk[αγ |βδ;ωBD]

}
.

In order to avoid cancellations, we divide Sk[αγ |βδ;ω] into two pieces

Sk[αγ |βδ;ω] = Sk
1 [αγ |βδ;ω] + Sk

2 [αγ |βδ;ω] (6.7.20)

where

Sk
1 [αγ |βδ;ω] =

∫ ∞

0
dr

∫ r

0
ds.

×Do
αγ(r)(2k + 1)ω yk−1(ωr)jk+1(ωs)Do

βδ(s),

and

Sk
2 [αγ |βδ;ω] =

∫ ∞

0
dr

∫ ∞

r

ds.

×Do
αγ(r)

[
(2k + 1)ω yk−1(ωs)jk+1(ωr) +

(2k + 1)2

ω2

rk−1

sk+1

]
Do

βδ(s).
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The first of these can be written

Sk
1 [αγ |βδ;ω] = −

∫ ∞

0
dr

∫ r

0
ds.Do

αγ(r)
ω2r2ψk−1(ωr)
(2k − 1)2k + 3)

ξ1(βδ;ω, r)

where
dξ1
dr

+
k + 2
r
ξ1 =

1
r
Do

βδ(r)φk+1(ωr);

assuming Do
βδ(r) ∼ rλ as r → 0, the initial condition is

ξ1(βδ;ω, r) ∼ Do
βδ(r)φk+1(ωr)/(k + λ), r → 0.

In Sk
2 [αγ |βδ;ω], we first invert the order of integration over r and s and

write

Sk
2 [αγ |βδ;ω] =

∫ ∞

0
dsDo

βδ(s)
(

2k + 1
ω

)2

sk−1

×
∫ s

0
dr rk+2 [1− ψk+1(ωs)φk−1(ωr)] Do

αγ(r)

revealing cancellation in the expression in square brackets near r = s = 0.
We can avoid numerical instabilities in the quadrature by writing this as

Sk
2 [αγ |βδ;ω] =

∫ ∞

0
dsDo

βδ(s)
(

2k + 1
ωs

)2

× [ψk+1(ωs)ξ2(αγ;ω, s) + (1− ψk+1(ωs)) ξ3(αγ;ω, s)]

where ξ2(αγ;ω, s) and ξ3(βδ;ω, s) are respectively solutions of the initial
value problems

dξ2
dr

+
k

r
ξ2 =

1
r
Do

αγ(r) [1− φk−1(ωr)]

and
dξ3
dr

+
k

r
ξ3 =

1
r
Do

αγ(r)

with ξ2 ∼ Do
αγ(r) [1− φk−1(ωr)] /(λ+ k+ 2) and ξ3 ∼ Do

αγ(r)/(λ+ k) as
r → 0.

Type 3 Rk(A;BD;ωBD), equation (6.5.5). This is a special case of the
Type 1 integral.

Type 4 F k(AB), equation (6.5.7). This is a special case of the Type 1
integral.

Type 5 Gν
γ(AB), equation (6.5.9). This is a special case of the Type 1

integral.

Type 6 Hk
δ (AB), equation (6.5.10). This is a special case of the Type 2

integral.
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6.7.3 Algorithms for potentials and Slater integrals

The numerical solution of radial equations by finite differences, §5.11, and
finite elements, §5.12, leads to different schemes for evaluating the potentials
and Slater integrals appearing in this section. We consider first determination
of the functions Yk(BD : r) and Zk(BD : r) using the Hartree approach. For
simplicity consider first a change of variable

s = ln(r/r0), r > r0. (6.7.21)

Then equation (6.7.16) can be expressed as

dZk

ds
+ kZk = r0esDBD(r0Es), (6.7.22)

together with the initial conditions Zk(0) = 0. We can replace this by the
integral relation

Zk(s+ h) = e−khZk(s) + e−k(s+h)
∫ s+h

s

r0ektDBD(r0et) dt (6.7.23)

where s increases by a constant amount at each step. The potential Yk is
obtained in a rather similar manner from (6.7.15), which becomes

dYk

ds
− (k + 1)Yk = −(2k + 1)Zk (6.7.24)

marching inwards with the intial condition Yk−Zk → 0 as s→∞. The method
requires choice of a suitable quadrature formula to approximate the integral
interms of values of the integrand at the grid points, s = ph, p = 0, 1, . . ..
One possibility is to use a four-point central difference formula so that

Zk(s+ h) = e−khZk(s)

+
h

24
[
−e−2khφ(s− h) + 13e−khφ(s)

+13φ(s+ h)− ekhφ(s+ 2h)
]
+O(h5) (6.7.25)

where φ(s) is the integrand of (6.7.23). Another is to use Simpson’s rule,
which gives the same asymptotic error O(h5) [51] or a five-point formula
with asymptotic error O(h7). Special care may need to be taken near the
endpoints to ensure that all parts of the calculation have the same asymptotic
error, consistent with the order of the deferred difference scheme being used in
§5.11. Slater integrals, which can be expressed as a product of a radial density
distribution φ(s) with a potential function Yk(s),∫ smax

0
φ(s)Yk(s)ds
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can be done using standard quadrature formulae, choosing one with the same
asymptotic accuracy. It is necessary to add a correction for the interval (0, r0)
to eliminate dependence on the choice of r0.

Fischer and co-workers have examined several ways to evaluate Slater in-
tegrals and Yk-potentials using spline approximation methods. One successful
approach [52] notes that a Schrödinger radial amplitude can be written as a
B-spline expansion

Pa(r) ≈
∑

i

aiB
k
i (r) (6.7.26)

so that a Slater integral can be written as an integral over B-spline basis
elements of the form

Rk(a, b, c, d) =
∑

i,i′,j,j′
aibjci′dj′ Rk(i, j, i′, j′) (6.7.27)

where
Rk(i, j, i′, j′) =

∫ ∞

0

1
r
Bk

i (r)Bk
i′(r)Yk(j, j′; r) dr

with
Yk(j, j′; r)

r
=
∫ ∞

)
Bk

j (s)Bk
j′(s)Uk(r, s)ds.

Uk(r, s) is defined in (6.4.5). The differential equations (6.7.15) and (6.7.16)
are combined to give a second order equation

d2

dr2
Yk(j, j′; r)− k(k + 1)

r2
Yk(j, j′; r) +

2k + 1
r

Bk
j (r)Bk

j′(r) = 0. (6.7.28)

with Yk(j, j′; 0) = 0 and dYk(j, j′; r)/dr → −kYk(j, j′; r)/r as r → ∞, which
can be solved straightforwardly by using the spline-Galerkin method outlined
in §5.12.

Another approach, a cell algorithm [53], significantly improves the per-
formance of the B-spline approximation in many-electron calculations by ex-
ploiting the fact that Bk

i (r) is a piecewise polynomial of degree k − 1 which
is non-zero only within the range ti ≤ r ≤ ti+k. The grid devized by Fischer
and Idrees [54] described in §5.12 was used. The approach exploits scaling
properties over individual cells in the region in which the knots increase expo-
nentially. Because the splines are normalised so that

∑
iB

k
i (r) = i, B-splines

defined by (5.12.1) and (5.12.2) have a displacement property:

Let the left-most knot of Bk
i (r) be ti and let r = ti + s. Then

Bk
i (ti + s) = Bk

i+1((1 + h)(ti + s)) = Bk
i+1(ti+1 + s(1 + h)), (6.7.29)

which induces several useful scaling laws [55], in particular

〈Bk
i+1(r) | rn |Bk

j+1(r)〉 = (1 + h)n+1 〈Bk
i (r) | rn |Bk

j (r)〉
(6.7.30)

Rk(i+ 1, j + 1, i′ + 1, j′ + 1) = (1 + h)Rk(i, j, i′, j′).
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The cell method exploits scaling properties applying to individual cells. Write

ρij(r) = Bk
i (r)Bk

j (r).

Then ∫ rp+2

rp+1

ρi+1,j+1(r)rndr = (1 + h)n+1
∫ rp+1

rp

ρi,j(r)rndr (6.7.31)

and ∫ rp+2

rp+1

∫ rq+2

rq+1

ρi+1,j+1(r)Uk(r, s)ρi′+1,j′+1(s) drds (6.7.32)

= (1 + h)
∫ rp+1

rp

∫ rq+1

rq

ρi,j(r)Uk(r, s)ρi′,j′(s) drds

Cell contributions to Rk(i, j, i′, j′) vanish when the splines are too far apart,
so that Rk(i, j, i′, j′) = 0 when |i−i′| ≥ k or |j−j′| ≥ k. Exploiting symmetry
with respect to the indices i, i′, j, j′ reduces the number of individual contri-
butions that need to be calculated; see [52, 53, 54, 55] for technical details.

6.8 Configurations with incomplete subshells

6.8.1 Atomic states with incomplete subshells

Closed shell configurations are often an important component of atomic mod-
els, but much of the technical complication of calculations that aim at some
sort of precision originates from the presence of one or more open subshells.
We shall proceed as in the NVPA by considering only electron states, so that
the formulation is close to that of nonrelativistic atomic structure theory, with
Dirac orbitals and relativistic operators replacing their nonrelativistic coun-
terparts. Contributions to correlation energies from negative energy states
are often small, but can be calculated when needed. On the other hand, self-
energy and vacuum polarization diagrams require special treatment which we
shall not discuss here. Positron states are always present in the background
of relativistic atomic structure calculations implicitly even when they are not
mentioned explicitly.

We write the electron field as

ψ(x) =
∑

i

aiψi(x), (6.8.1)

where the orbital functions ψi(x) are orthonormal eigenfunctions of a mean
field Hamiltonian as in (6.1.3) and the ai are annihilation operators for electron
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states only. Fock space one- and two-electron operators F (4.1.34) and G
(4.1.35) are therefore given by

F =
∫
ψ†(x) f(x)ψ(x) dx

G =
1
2

∫∫
ψ†(x′)ψ†(x) g(x, x′)ψ(x)ψ(x′) dx dx′

Substituting from (6.8.1) gives

F =
∑
i.j

ai
†〈i | f | j〉 aj (6.8.2)

and
G =

1
2

∑
ijkl

ai
†aj

†〈i, j | g | k, l〉 al ak (6.8.3)

General normalized N -electron Fock space kets and bras can be written

|ΨΓ 〉 =
∑
{α}

c{α}|Φ{α} 〉, (6.8.4)

and the corresponding bra is

〈ΨΓ | =
∑
{α}

c{α}
∗〈Φ{α} |, (6.8.5)

where {α} = {α1, . . . , αN} labels an N -electron determinantal state so that

|Φ{α}〉 = aα1
† . . . aαN

† | 0 〉, 〈Φ{α} | = 〈 0 | aαN
. . . aα1

where | 0 〉 and 〈 0 | refer to the vacuum state with no electrons (and no
positrons). The coefficients c{α} are normalized so that∑

{α}
| c{α} |2 = 1.

It is convenient to build more general N -electron states from Dirac cen-
tral field orbitals. An isolated atom has no preferred axis, so that we can
classify atomic states as eigenstates of total angular momentum, J , where
J =

∑N
n=1 jn. An N-electron configurational state (CSF) will be written

| γ, Jπ,M 〉, where J2 has eigenvalues J(J + 1), Jz has eigenvalue M , π is
the overall parity of the state, and γ represents all other data needed to com-
plete the classification. In particular, γ represents the electron configuration
(in terms of subshell occupation numbers NA) and an angular momentum
coupling scheme. The structure of such a state is a specific example of (6.8.4)
in which the coefficients c{α} are generalized Clebsch-Gordan coefficients (see
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Appendix B.3). More generally, we can write for a general atomic state (ASF)
a CI expansion of the form

|Γ, Jπ,M 〉 =
∑

γ

cΓ,γ | γ, Jπ,M 〉. (6.8.6)

The configuration interaction (CI) method simply diagonalizes the atomic
Hamiltonian in a CSF basis with fixed orbitals, so that the mixing coefficients
cΓ,γ can be regarded as the elements of the ASF eigenvector, cΓ , with energy
eigenvalue EΓ . The MCDHF and MCDHFB methods require a nonlinear it-
erative sequence of CI steps in which the orbitals used to generate the CSF
set are also adjusted until the system of equations is self-consistent. The ASF
|Γ, Jπ,M 〉, (6.8.6), will include subshells that are completely filled along with
subshells with vacancies.

6.8.2 Partially filled subshells in jj-coupling

The set of central field Dirac spinors constituting a subshell in jj-coupling,
{|nκm〉 |m = −j, . . . , j}, forms a basis for the irreducible representation Dj

of SO(3). Electrons in these states are often said to be equivalent. We shall
use the notation (nκ)N (or κN for brevity when we are considering only a
single subshell) to mean a set of N -electron states built from this subshell
basis. The subshells labelled by κ and −κ share a common value of j but are
clearly inequivalent. There are

NκN =
(

2j + 1
N

)
0 ≤ N ≤ 2j + 1 (6.8.7)

anti-symmetric states in the κN configuration. This section describes the
construction of these states and the classification of open shell states with
0 < N < 2j + 1.

Denote by am
†, am, m = −j, . . . , j a set of creation and annihilation

operators for the subshell, so that

|nκm〉 = am
† | 0 〉.

The NκN anti-symmetric states

am1
† . . . amN

† | 0 〉, m1 > . . . > mN , (6.8.8)

which, together span the states of the κN configuration are eigenstates of the
component Jz with eigenvalue M =

∑
mn of the total angular momentum J

and belong to the reducible representation Dj× . . .×Dj (with N factors). We
can make a preliminary classification of the Clebsch-Gordan decomposition in
the usual way by listing all ordered sets m1, . . . ,mN such that M =

∑
mn.

The irreducible representation DJ1 appears in the Clebsch-Gordan series if J1
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is the highest value of M = M1, say; we can construct a series of (2J1 + 1)
states spanning this representation by starting with |κN , J1,M = J1〉 by
repeated application of the step-down operator J−. Remove one entry from
the list at each step until |κN , J1,M = −J1〉 has been obtained. Now repeat
the process with the next highest value of M and continue until everything is
accounted for. The result is shown in Tables A.12 and A.13; this process works
as far as (7/2)3, but we see that for (7/2)4 the values J = 2 and J = 4 both
occur twice, and there are more such occurrences for j ≥ 9/2. The algebras
generated by the creation and annihilation operators provide the machinery
for a more complete classification [29, 30].

6.8.3 Creation and annihilation operators as irreducible tensor
operators. Quasispin.

Because the total angular momentum operator of a many-electron system, J ,
is of Fock space type F, equation (6.8.2) gives its operator form

J =
∑
κ,κ′

∑
m,m′

aκ
m

†〈κ,m | j |κ′,m′〉 aκ′
m′ (6.8.9)

where the upper index labels the subshell subspace. Because

〈κ,m | j3 |κ′,m′〉 = mδκ,κ′δm,m′ ,

〈κ,m | j± |κ′,m′〉 = [j(j + 1)−m′(m′ ± 1)]1/2δκ,κ′δm,m′±1,

we can drop the κ label when we are considering a single subshell. A simple
calculation gives the commutators

[J3, am
†] = mam

†, (6.8.10)
[J±, am

†] = [j(j + 1)−m(m± 1)]1/2 am±1
†,

which define, (B.3.130), the set

{am
† |m = j, j − 1, . . . ,−j}

as the 2j + 1 components of an irreducible tensor operator aκ† of rank j
under SO(3). Unfortunately the members of the set { am } do not satisfy the
commutation rules (6.8.10), but the set

{ãm := (−1)j−m a−m |m = j, j − 1, . . . ,−j}

does, yielding an acceptable definition of the adjoint tensor operator aκ.
Because both aκ and aκ′

can be regarded as irreducible tensor operators
of ranks j and j′ respectively, we can use them to build composite tensor
operators in the usual way, for example
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aκ† ⊗ aκ′]k

q
=
∑

m,m′
aκ

m
† ãκ′

m′ 〈jm, j′m′ | jj′kq〉 (6.8.11)

and the anti-commutation relations give[
aκ ⊗ aκ′ †]k

q
+ (−1)j+j′−k

[
aκ′ † ⊗ aκ

]k
q

= [ j ]1/2δjj′ δk, 0 δq, 0. (6.8.12)

When the operators act on the same subshell κ, this simplifies to[
a× a†]k

q
− (−1)k

[
a† × a

]k
q

= [ j ] δk, 0 δq ,0. (6.8.13)

We shall also need the commutators of coupled tensors such as

[ [
a× a†]k1

q1
,
[
a× a†]k2

q2

]
=
∑
KQ

[K][k1, k2]1/2
{
k1 k2 K
j j j

}
× (−1)2j

[
1− (−1)k1+k2+K

]
〈k1q1, k2q2 | k1k2KQ〉

[
a× a†]K

Q
. (6.8.14)

The three operators [32, 33],

Q+ =
1
2
[ j ]1/2 [a† × a†]0

0 ,

Q− = −1
2
[ j ]1/2 [a× a]00 , (6.8.15)

Q3 = −1
4
[ j ]1/2

{[
a† × a

]0
0 +
[
a× a†]0

0

}
,

for which we have the closed set of commutators,

[Q+, Q−] = 2Q3, [Q3, Q±] = ±Q±, (6.8.16)

define the generators of the spin group SU(2). The corresponding vector
operator Q is therefore often called quasispin. Because the eigenvalues of
[ j ]1/2

[
a† × a

]0
0 are −N and, (6.8.13), the eigenvalues of [ j ]1/2

[
a× a†]0

0 are
2j + 1−N , every state of κN is an eigenstate of Q3 with eigenvalue

MQ = (N − |κ|)/2, 0 ≤ N ≤ 2|κ| = 2j + 1, (6.8.17)

whilst Q+ and Q− connect states of κN with those of κN+2 and κN−2 respec-
tively. If Q± = Q1 ±Q2, then

Q2 = Q2
1 +Q2

2 +Q2
3 = Q+Q− +Q3(Q3 − 1)

maps the space of states of κN onto itself. The components of Q are invariant
under spatial rotations, and therefore commute with J2 and J3. Thus we can
classify the states of κN as simultaneous eigenstates of Q2, Q3,J

2 and J3:
|Q,MQ, J,M〉.
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An equivalent classification, due to Racah [11], involves the notion of the
seniority number ν. In the seniority scheme, we write the states of κN as
|κN , ν, J,M〉, where ν is the lowest value of N at which a particular J appears.
Because Q− acts as a step-down operator with respect to N , we define ν by

Q− |κN , ν, J,M〉 = 0, when N = ν.

So

Q2|κν , ν, J,M〉 = Q(Q+ 1)|κν , ν, J,M〉
= [Q+Q− +Q3(Q3 − 1)] |κν , ν, J,M〉
= MQ(MQ − 1)|κν , ν, J,M〉

with MQ = (ν − |κ|)/2, from which we deduce

Q = −MQ = (|κ| − ν)/2, 0 ≤ ν ≤ |κ|. (6.8.18)

The classification in terms of seniority or quasispin is shown in Tables A.12
and A.13, from which it is clear that it fails only for the doubly degenerate
states (9/2)4, J = 4 and (9/2)6, J = 6. These two cases can be classified by
ad hoc methods; however the problem will be harder to deal with if we need
to treat many-electron states with j ≥ 11/2. A more systematic approach to
classification uses the theory of Lie groups; a full treatment may be found in
[29, 30] and [31, Chapter 11]. A brief account will be found in Appendix B.2.

6.8.4 Double tensor operators

The tensor operators a† and a are irreducible tensor operators of rank j under
SO(3). The commutators of their components with respect to quasispin are[

Q3, a
†
m

]
=

1
2
a†

m,
[
Q+, a

†
m

]
= 0,

[
Q−, a

†
m

]
= ãm, (6.8.19)

and

[Q3, ãm ] = −1
2
ãm, [Q+, ãm ] = a†

m, [Q−, ãm ] = 0 (6.8.20)

so that they can be regarded as the components of an irreducible tensor oper-
ator of rank q = 1/2 under the group SUQ(2) whose infinitesimal generators
are Q+, Q− and Q3. We can therefore define a double tensor operator Aq,j

with 4j + 2 components

A q, j
1
2 ,m

= a†
m, A q, j

− 1
2 ,m

= ãm, (6.8.21)

which has rank q = 1/2 under SUQ(2) and rank j under SO(3) [33]. The anti-
commutation relations for the original creation and annihilation operators
become
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A q, j

mq,m, A
q, j

m′
q,m′

}
= (−1)εδmq,−m′

q
δm,−m′ , (6.8.22)

where ε = q+mq + j+m+ 1. We can define coupled double tensor operators
of the general form

XQ,K =
[
Aq,j ×Aq,j

]Q,K
; (6.8.23)

in particular,

Q = −
{

2j + 1
2

}1/2

X1,0, J = −
{

2j(j + 1)(2j + 1)
3

}1/2

X0,1. (6.8.24)

The components of XQ,K , when written out, are

X Q, K
MQ,MK

=
∑

mq,m′
q

∑
m,m′

A q, j
mq,m A q, j

m′
q,m′ C

1/2 1/2 Q
mq m′

q MQ
Cj j K

m m′ M

so that

XQ,K
0,M = − 1√

2

[
1− (−1)Q+K

]
UK

M − (−1)Q

√
2

[ j ]1/2 δK,0 δM,0 (6.8.25)

where the UK
M are the components of the unit tensor operator UK of rank

K. For a single particle, this becomes a single particle operator uK , whose
reduced matrix element is given by

(γj‖uK‖γ′j′) = δγ,γ′ δj, j′ [K ]1/2 (6.8.26)

so that
UK = −

[
a† × a

]K
(6.8.27)

When Q+K is even, equation (6.8.25) simplifies so that

XQ,K
0,M = − 1√

2
[ j ]1/2 δQ,0 δK,0 δM,0 (6.8.28)

which is the double tensor equivalent of (6.8.22).

6.8.5 Parentage

The construction of matrix elements of one- and two-particle operators for
subshells of equivalent electrons forces us to consider the connection between
states of N equivalent electrons and N − 1 or N − 2 electrons. Consider
a configuration space wavefunction in the seniority scheme, which we can
expand as a linear combination of determinants,

〈x1, . . . ,xN−1 |κN−1, ν̄, J̄ , M̄〉 =
∑
{mi}

C{mi} {m1, . . . ,mN−1} (6.8.29)
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where the sum runs over all possible sets of magnetic quantum numbers with
m1 + . . .mN−1 = M̄ and

{m1, . . . ,mN−1} = 〈x1, . . . ,xN−1 | a†
m1
, . . . , a†

mN−1
| 0〉,

From this we can construct an anti-symmetric N -electron wavefunction

〈x1,x2 . . . ,xN | a†
m |κN−1, ν̄, J̄ , M̄〉 =

∑
{mi}

C{mi} {m,m1, . . . ,mN−1} .

Each Slater determinant in this sum can be expanded by its first column as
in (4.1.30) giving

{m,m1, . . . ,mN−1} = N−1/2
N∑

i=1

(−1)i−1{m }i {m1, . . . ,mN−1}(i)

where {m }i indicates thatm is assigned coordinate xi and {m1, . . . ,mN−1}(i)
that the N−1 columns of the cofactor are assigned the coordinates x1, . . . ,xN

in order, omitting xi. This allows us to write

〈x1, . . . ,xN | a†
m |κN−1, ν̄, J̄ , M̄〉

= N−1/2
N∑

i=1

(−1)i−1〈xi |m〉〈x(i) | jN−1, ν̄, J̄ , M̄〉.

where x(i) is the argument labelling the omitted column.
The matrix element of this expression with an anti-symmetric state of N

electrons in the seniority scheme is then

〈κN , ν, J,M | a†
m |κN−1, ν̄, J̄ , M̄〉 = N−1/2

N∑
i=1

(−1)i−1

∫
dx1 . . .

∫
dxN 〈κN , ν, J,M |x1, . . . ,xN 〉〈xi |m〉 〈x(i) |κN−1, ν̄, J̄ , M̄〉.

We now relabel the coordinates in the first factor of the integrand by inter-
changing xi and x1; because this term is anti-symmetric, there is an overall
sign change. The coordinate labels are just dummies, so we may as well inter-
change the labels i and 1 throughout, giving

〈κN , ν, J,M | a†
m | jN−1, ν̄, J̄ , M̄〉 = N−1/2

N∑
i=1

(−1)i−1

×
∫
dx1 . . .

∫
dxN 〈κN , ν, J,M |x1, . . . ,xN 〉

× 〈x1 |m〉 〈Pi1x
(i) |κN−1, ν̄, J̄ , M̄〉,
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where
Pi1x

(i) ≡ xi,x1, . . . ,xi−1,xi+1, . . . ,xN .

This can be put into natural order with i−1 interchanges, introducing a phase
factor (−1)i−1. Each term in the sum gives the same result so that we obtain

〈κN , ν, J,M | a†
m |κN−1, ν̄, J̄ , M̄〉 (6.8.30)

= N1/2〈κN , ν, J,M
{
|m〉 |κN−1, ν̄, J̄ , M̄〉

}J

M
,

where the main term on the right is an abbreviation for the N -fold integral
in the previous equation. Alternatively, we could have interchanged the argu-
ments xi and xN , in which case (6.8.30) would have been replaced by

〈κN , ν, J,M | a†
m |κN−1, ν̄, J̄ , M̄〉 (6.8.31)

= (−1)N−1N1/2〈κN , ν, J,M
{
|κN−1, ν̄, J̄ , M̄〉 |m〉

}J

M
.

The additional phase factor (−1)N−1 can be viewed as the result of N − 1
anti-commutations of the creation operator of the active electron required to
place it at the right instead of the left of the string.

The dependence on the magnetic quantum numbers can be eliminated by
using the Wigner-Eckart theorem: on the left-hand side we have

〈κN , ν, J,M | a†
m |κN−1, ν̄, J̄ , M̄〉

=
(
M j J̄
J m M̄

)
〈κN , ν, J‖a†‖κN−1, ν̄, J̄〉, (6.8.32)

and on the right-hand side

〈κN , ν, J,M
{
|m〉 |κN−1, ν̄, J̄ , M̄〉

}J

M

= 〈J M | j m, J̄ M̄〉
(
jN , ν, J {| jN−1, ν̄, J̄

)
+
(
M j J̄
J m M̄

)
(−1)J̄−j+J [J ]1/2 (jN , ν, J {| jN−1, ν̄, J̄

)
, (6.8.33)

using (B.3.93). The expression
(
jN , ν, J {| jN−1, ν̄, J̄

)
, a (one-particle) coeffi-

cient of fractional parentage (cfp), is independent of the sign of κ. The state
κN−1, ν̄, J̄ , M̄ is said to be a parent of κN , ν, J,M whenever the right-hand
side of (6.8.33) does not vanish and κN , ν, J,M is said to be a daughter of
κN−1, ν̄, J̄ , M̄ .

This can be summarized conveniently in terms of relations between the
reduced matrix elements of creation and annihilation operators with the cfp:

Theorem 6.1. The reduced matrix elements of a† and a are given in terms
of cfps by

〈jN , ν, J‖a†‖jN−1, ν̄, J̄〉
= N1/2(−1)J̄−j+J [J ]1/2 (jN , ν, J {| jN−1, ν̄, J̄

)
(6.8.34)
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where the cfp

(jN , ν, J {| jN−1, ν̄, J̄) = (jN−1, ν̄, J̄ |}jN , ν, J)

can be taken as real. Also, the definition (B.3.142) ensures that

〈jN−1, ν̄, J̄‖a‖jN , ν, J〉 = 〈jN , ν, J‖a†‖jN−1, ν̄, J̄〉.

These relations hold for subshells κ = ±(j + 1/2) of either sign.

Another way of expressing the conclusion of this section is in terms of the
expansion

〈x1, . . . ,xN |κN , ν, J,M〉 =
∑

ν̄

∑
J̄,M̄,m

〈j m J̄ M̄ |J M〉

× (jN−1, ν̄, J̄ |}jN , ν, J) 〈x1 |m〉 〈x2, . . . ,xN |κN−1, ν̄, J̄ , M̄〉 (6.8.35)

The sum on the right-hand side may not look at first glance as if it is totally
anti-symmetric, although our construction ensures that it is. The orthonor-
mality of the anti-symmetrized states leads to the orthogonality relation

Theorem 6.2.∑
ν̄J̄

(jN , ν, J {| jN−1, ν̄, J̄) (jN−1, ν̄, J̄ |}jN , ν′, J ′) = δν,ν′δJ,J ′ . (6.8.36)

6.8.6 Coefficients of fractional parentage in the seniority scheme

Coefficients of fractional parentage in the jj-coupling scheme can be computed
using a recursive scheme devised by Redmond [34, 35] based upon (6.8.13).
Because the operators appearing in this equation are diagonal with respect to
N , we have

〈jN , ν, J ‖
[
a† × a

]K ‖ jN , ν′, J ′〉 (6.8.37)

= [K ]1/2(−1)J+K+J′ ∑
J̄,ν̄

{
j K j
J J̄ J ′

}
× 〈jN , ν, J ‖a†‖jN−1, ν̄, J̄〉 〈jN−1, ν̄, J̄‖a‖jN , ν′J ′〉

= −N [J,K, J ′ ]1/2
∑
J̄,ν̄

(−1)J+J̄+K+j

{
j K j
J J̄ J ′

}
× (jN , ν, J {| jN−1, ν̄, J̄) (jN−1, ν̄, J̄ |}jN , ν′, J ′)v

where we have first used (B.3.166) and then Theorem 6.1. Combining this
with a similar result for 〈jN−1, ν̄, J̄ ‖

[
a× a†]K ‖ jN−1, ν̄′, J̄ ′〉 gives
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N [K ]1/2
∑

J′′, ν′′
(−1)x[J ′′ ]

{
j K j

J J ′′ J
′

}
×(jN−1, ν, J |} jN , ν′′, J ′′) (jN , ν′′, J ′′{|jN−1, ν′, J

′
)

= δν̃, ν̃′ δJ̄,J̄′ δk,0 [j, J̄ ]1/2 + (N − 1)[K ]1/2
∑
ν̃, ˜J

(−1)y

{
j K j

J̄ J̃ J̄ ′

}

×(jN−1, ν̄, J̄ {| jN−2, ν̃, J̃) (jN−2, ν̃, J̃ |}jN−1, ν̄′, J̄ ′),

where x = J̄ ′ +J ′′ +K+ j, y = J̄+ J̃− j. This formula can then be simplified
by multiplying through by

(−1)z[K ]1/2
{
j K j

J̄ J J̄ ′

}
, z = −J̄ ′ − J −K − j,

and summing over K, giving

N
∑
ν′,J ′

(jN−1, ν̄, J̄ |} jN , ν′, J ′) (jN , ν′, J ′{|jN−1, ν̄′, J̄ ′)

= δν̃, ν̃′ δJ̄,J̄′ + (N − 1)(−1)J̄+J̄′
[J̄ , J̄ ′]1/2

×
∑
ν̃, ˜J

{
J̄ j J̃

J̄ ′ j J

}
(jN−1, ν̄, J̄ {| jN−2, ν̃, J̃) (jN−2, ν̃, J̃ |}jN−1, ν̄′, J̄ ′).

We obtain Redmond’s formula by observing that∑
ν′,J ′

| jN , ν′, J ′,M ′〉 (jN , ν′, J ′{|jN−1, ν′, J
′
)

must be proportional to a seniority state | jN , ν, J,M ′〉:

Theorem 6.3. Let jN−1, ν̄′, J̄ ′ be a fixed state of the κN−1 configuration.
Then the N → N − 1 cfps are obtainable from

N (jN−1, ν̄, J̄ |}jN , ν, J) (6.8.38)

= δν̃, ν̃′ δJ̄,J̄′ + (N − 1)(−1)J̄+J̄′
[J̄ , J̄ ′]1/2

∑
ν̃, ˜J

{
J̄ j J̃

J̄ ′ j J

}

×(jN−1, ν̄, J̄ {| jN−2, ν̃, J̃) (jN−2, ν̃, J̃ |}jN−1, ν̄′, J̄ ′)

where N is a real normalization factor chosen so that

N 2 = N2
∑
ν,J

(jN−1, ν̄′, J̄ ′|}jN , ν, J)2
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The Redmond formula provides a recursive method to construct cfps with the
initial conditions

(j0, 0, 0|}j1, 1, j) = 1, (j1, 1, j|}j2, ν, J) =
1
2
[1 + (−1)J ] (6.8.39)

where ν = 0 when J = 0, and ν = 2 otherwise (compare Table F-1). The
right-hand side of (6.8.37) must be computed for each choice of principal
parent state jN−1, ν̄′, J̄ ′ which have jN , ν, J as daughter. This ensures that
the unnormalized cfps are obtained with consistent relative phases in each
row of the table.

The equivalence of the quasispin representation with the seniority scheme
can be exploited to give additional relations between cfps. Theorem 6.1 relates
each cfp to the reduced matrix element of a creation or annihilation operator
regarded as a tensor under SO(3). Because we can also regard each such
operator as the component of a double tensor operator, (6.8.21), we can apply
the Wigner-Eckart theorem again in quasispin space so that

〈Q,MQ, J,M |A q, j
1
2 ,m

|Q′,M ′
Q, J

′,M ′〉 (6.8.40)

=
(
M j J ′

J m M ′

) (
MQ

1
2 Q′

Q 1
2 M

′
Q

)
〈Q, J‖|Aq,j‖|Q′, J ′〉

Thus the cfp are proportional to the appropriate quasispin 3j-symbol; this
yields relations such as

Theorem 6.4.

(a)
(jN , ν, J{|jN−1, ν − 1, J̄)
(jν , ν, J{|jν−1, ν − 1, J̄)

=
{
ν(2j + 3−N − ν)
N(2j + 3− 2ν)

}1/2

(b)
(jN , ν, J{|jN−1, ν + 1, J̄)
(jν+2, ν, J{|jν+1, ν + 1, J̄)

=
{

(N − ν)(ν + 2)
2N

}1/2

(c)
(jN , ν, J{|jN−1, ν̄, J̄)

(jN+2, ν, J{|jN+1, ν̄, J̄)

=
{

(N + 2)(N + 1− ν̄)(2j + 2−N − ν̄)
N(N + 2− ν)(2j + 1−N − ν)

}1/2

Because 2j + 1 ≥ N = ν + 2(Q +MQ) ≥ ν, N − ν is an even non-negative
integer in all these formulae. Similar relations can be found for reduced matrix
elements of unit tensors (6.8.27):

Theorem 6.5. (a)Matrix elements of the unit tensor UK are diagonal in the
seniority number when K is an odd integer and are independent of N .
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(b) When K is an even integer

〈jN , ν, J‖UK‖jN , ν, J ′〉
〈jν , ν, J‖UK‖jν , ν, J ′〉

=
2j + 1−N
2j + 1− ν

and also
(c)

〈jN , ν, J‖UK‖jN , ν − 2, J ′′〉
〈jν , ν, J‖UK‖jν , ν − 2, J ′′〉

=
{

(N − ν + 2)(2j + 3−N − ν)
2(2j + 3− 2ν)

}1/2

These results are all deduced from (6.8.25). When Q+K is odd, only the first
term on the right contributes, and rearranging gives

UK
MQ

= − 1√
2
XQ,K

0,MQ
, Q+K odd.

Case (a) requires Q = 0, so the relevant 3j-symbol is(
MQ 0 Q′

Q 0 MQ

)
= δQ,Q′ [Q ]−1/2

independent of MQ and therefore of N . Cases (b) and (c) require Q = 1, so
that Q′ = Q± 1. Q = Q′ in case (b), so that the ratio of the two cfps is(

MQ 1 Q

Q 0 MQ

)/(
MQ 1 Q

Q 0 MQ

)

where MQ = (N − 2j− 1)/2 and MQ = (ν− 2j− 1)/2. Case (c) is similar but
with Q′ = Q+ 1.

The obvious symmetry of states with N electrons and N holes in the
filled subshell can also be treated within the quasispin formalism. Define the
conjugation operator C so that

C A q, j
mq,m C

−1 = (−1)q−mq A q, j
−mq,m (6.8.41)

replaces creation of particles by creation of holes; this can be extended to
other double tensor operators

C X q, j
mq,m C

−1 = (−1)q−mq X q, j
−mq,m (6.8.42)

and to states,

C |Q,MQ, J,M〉 = (−1)Q−MQ |Q,−MQ, J,M〉 (6.8.43)

provided C†C = 1 to maintain normalization. This relation follows by rein-
terpreting (6.8.41) as the pair of equations
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Ca†C−1 = a, CaC−1 = −a†.

Then from the definitions, we get

CQ±C
−1 = −Q∓, CQ3C

−1 = −Q3.

so that the conjugation properties of quasispin are similar to those of time
reversal. As well as being unitary, conjugation is antilinear:

C iC−1 = −i,

from which we infer that matrices of conjugate quasispin states satisfy

Lemma 6.6.

〈Q,MQ, J,M |X q, j
mq,m|Q′,M ′

Q, J
′,M ′〉

= (−1)Q−q−Q′〈Q,−MQ, J,M |X q, j
−mq,m|Q′,−M ′

Q, J
′,M ′〉.

The proof uses straightforward calculation. When we apply this result to the
operator A q, j

mq,m we get a relation between cfps of particle states and hole
states:

Theorem 6.7.

(jN , ν, J{|jN−1ν̄, J̄)
(j2j+1−N , ν, J |}j2j+2−N ν̄, J̄)

= (−1)x

{
2j + 2−N

N

[ J̄ ]
[J ]

}1/2

where x = J − j − J̄ − 1
2 (ν − ν̄ − 1).

This important result not only halves the size of archived tables of cfps but
fixes the relative phases of particle and hole states. A similar argument gives

〈jN , ν, J‖UK‖jN , ν′, J ′〉
= (−1)y〈j2j+1−N , ν, J‖UK‖j2j+1−N , ν′, J ′〉+ δν, ν′ δJ,J ′ δK, 0 [J, j ]1/2

where y = K+1+ 1
2 (ν′+ν). Many authors, for example [36, 37, 38], have given

numerical tables of cfps in jj-coupling and a consistent set for the subshell
states with 0 ≤ N ≤ j+1/2 appears in Table A.11 for j = 3/2, Table A.12 for
j = 5/2, and Table A.13 for j = 7/2. The cfp for hole states with N ≥ j+1/2
can be obtained using Theorem 6.7. Some signs in the tables given by [36, 37]
are inconsistent with the seniority scheme and have been corrected using [38];
see [39, 40].

6.8.7 Equivalent electrons in LS-coupling

Although jj-coupling is the natural choice for relativistic calculations, this is
not the choice usually made in traditional nonrelativistic presentations of the
theory of atomic spectra [9, 41, 42]. The electron orbital angular momentum l
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and spin s are independently constants of the motion in the absence of “spin-
orbit coupling” – taking partial account of relativistic effects – and the open
shell theory is thus more complicated than the relativistic theory we have
studied so far.

As in the Dirac case, we define subshells of equivalent electrons by symbols
(nl)N , so that 0 ≤ N ≤ 2(2l + 1) taking into account the degeneracy of each
orbital nlml with respect to spin. Assuming these orbitals are states of some
mean field central potential, we can construct electron configurational states
(CSF) as determinantal products of the orbitals: for example an excited state
of Ne I may have the configuration 1s2 2s2 2p5 3d which will give rise to several
CSFs that can be labelled by the mlms values assigned to the electrons in
the two last (unfilled) shells. In this simple case, we can write down 6 × 10
independent degenerate CSFs that can be classified as states of the orbital
angular momentum L and the total spin S, which can take values L = 1, 2, 3
and S = 0, 1, along with appropriate values of the projections ML and MS ,
accounting for all 60 CSFs. The Coulomb interaction between electrons is
rotationally invariant, so that L,ML, S,MS will be good quantum numbers
of the nonrelativistic atomic Hamiltonian

Hnr =
1
2
p2 − Z

r
+
∑
i<j

1
Rij

whose eigenvalues will be of the form ELS , independent of the projections
[9, Chap. 7]. This is therefore referred to as the LS- (or Russell-Saunders)
coupling scheme.

Spin-dependence is often modelled by a simple one-body spin-orbit cou-
pling operator

Hso =
∑

i

ξ(ri)Li · Si.

When this is a small perturbation, as is usual in low-Z atoms, this splits
the Russell-Saunders terms, ELS , into a number of fine structure levels ELSJ

depending also on the resultant angular momentum J . In this simple model,
the levels are given by

ELSJ = ELS + ζ(LSJ |L · S |LSJ)

where |LSJ) denotes a coupled angular momentum state and the spin-orbit
coupling constant ζ measures the effective size of the potential ξ(r). Whilst
this works well in the simple spectra of low-Z elements, there are many vi-
olations of the simple Landé interval rules given by the above formula for
which more elaborate models are needed [41, 42], some of which incorporate
spin-dependent operators from the Breit-Pauli Hamiltonian. Configuration in-
teraction effects can also play a part in complex spectra.

The underlying algebra for more complex configurations can be devel-
oped using second quantization methods as expounded by Judd [10]. Oper-
ators a l s

mlms
(s=1/2) (and its adjoint) replace the simpler operators aj

m of
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jj-coupling, with a consequent increase in complexity of the algebra. The
classification of open shell states is complicated by the fact that certain LS
combinations of the nlN configuration are forbidden by the Pauli principle.
For sN and pN configurations, the quantum numbers L and S, traditionally
written in the form 2S+1L, suffice for a complete classification. The dN config-
urations require the machinery of quasi-spin or seniority quantum number ν:
the states can therefore be labelled dN (ανLMLSMS) (Table A.14). More elab-
orate machinery still is required for the fN configurations. The main problem
of classification was famously solved by Racah [11] in his third paper, in which
he made elaborate use of group theory; see Judd [43]. States of fN are labelled
fN (α(UW )νLMLSMS), where U and W are certain group parameter labels.
This still fails to classify the terms of fN unambiguously for 4 ≤ N ≤ 10, a
problem which remains unsolved. The situation for l > 3 is even worse.

A full discussion of LS-coupling and its relation to the jj-coupling scheme,
important though it is, would take us too far from our present theme. The
first part of the chapter by Martin and Wiese [44] on atomic spectroscopy
puts the present section into a wider context. The construction of fractional
parentage coefficients in LS-coupling, following Racah [11], is described in
[17], [42] (emphasizing the role of quasispin) and also, with tables of cfp, in
[45, Chapters 5–7].

6.9 Atoms with complex configurations

In central field models, the electron configurations for atoms in their ground
states can be constructed by filling vacancies in successive subshells, starting
with the most tightly bound, until all N electrons have been allocated to a
central field state. The net charge on the system is (Z − N)e; if N < Z,
we have a positive ion, N = Z corresponds to a neutral atom, and N >
Z to a positive ion. The simplest conceivable wave function takes the form
of an N × N determinant from which we can derive the familiar (Dirac)-
Hartree-Fock-(Breit) hierarchy of approximations for the ground state of the
atom. (D)HF ground state calculations give a fair picture of ground state
electron distributions and their properties and have made a big contribution
to our understanding of atomic shell structure and dimensions. However, most
of atomic and molecular physics is concerned with understanding the way
the system responds to disturbance by photons or other particles so that a
ground state calculation may be only the first step towards a suitable model.
A single determinant is often a rather poor approximation for the ground
state, especially when the outermost subshell is partially filled, and better
(lower) ground state energies can only be obtained using a linear combination
of determinants.

We write the atomic state functions (ASF) in the manner of (6.8.6) as
linear combinations of multi-shell configurational state functions (CSF)
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|Γ, Jπ,M 〉 =
∑

γ

cΓ,γ | γ, Jπ,M 〉,

which, for isolated atoms, share the same overall total angular momentum
and parity and which can represent excited states as well as the ground state.

The CSF will be constructed by first assigning the N atomic electrons
to different subshells so that N =

∑
iNi, where Ni is the number of elec-

trons in subshell i and 0 ≤ Ni ≤ 2ji + 1. In this section, we focus on states
of a single subshell; the construction of multi-shell CSF will be described
in §6.9.2. The states of subshell i will be specified by a multi-index label
Ti = κNi

i , νi, wi, Ji,Mi where νi is the seniority number, Ji the total angular
momentum, Mi is its projection, and wi represents any further labels needed
when the simple seniority scheme fails to classify some states uniquely (for
j ≥ 9/2). It is often convenient to list some of these labels, particularly the
projections, explicitly – for example TiMi – when focussing on the angular
momentum structure of CSFs and their matrix elements even though the
presence of Mi is already implied by the use of the symbol Ti.

We write a normalized ket for the niκi subshell as

|TiMi〉 = (Ni!)−1/2
[
a†

i × . . .× a
†
i

]
︸ ︷︷ ︸

Nifactors

TiMi

| 0〉 (6.9.1)

As usual, κi is equivalent to listing both ji and li or, equivalently, ji and
parity πi = (−1)li , and

Ti ≡ (niκi)Niνi, wi, Ji (6.9.2)

so that for each subshell i, the list of labels Ti runs over a full set of orthonor-
mal states of (niκi)Ni . A ket for an n-particle state A with a coupling scheme
X can be represented by the diagram, (B.3.107),

�A,X
jm =

j1m1

jnmn

�

�

......
�jm

A
�

X
=
∑

{mi}

j1m1

jnmn

�

�

......

j1m1

jnmn

��

��

......
�jm

A
�

X
(6.9.3)

where the second block on the right-hand side is a generalized CGC. Each
subshell state in the seniority scheme |TiMi〉 is constructed in this way, and
can be represented by a diagram

ji

ji

�

�

...
Ni...

�
JiMi

jNi
i

�

Ti

��
JiMi

jNi
i

�

Ti

��

��

ji

ji

...
Ni...

(6.9.4)
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Subshell states in the seniority scheme with the same number of electrons,
(Ni = Nj), will be assumed to form an orthonormal set:

〈TiMi |TjMj〉 ≡
〈
(niκi)Niνi, wi, JiMi | (njκj)Njνj , wj , JjMj

〉
= δNiNj

δninj
δκiκj

δνiνj
δwiwj

δJiJj
δMiMj

(6.9.5)

represented by the diagram

��
JiMi

jNi
i

�

Ti

��

��

ji

ji

...
Ni...

jj

jj

�

�

...
Ni...

�
JjMj

j
Nj

j

�

Tj

= TiMi
�� � TjMj

.

(6.9.6)

The calculation of matrix elements of one- and two-electron operators F
(4.1.34) and G (4.1.35) requires detachment of up to two active electrons from
each subshell using (6.8.30) or (6.8.33). The separation of a single electron is
accomplished using

|TiMi〉 =
∑

J̄i,M̄i,ν̄i,mi

〈jimi, J̄iM̄i |JiMi〉 (6.9.7)

× (jN̄i
i , ν̄i, J̄i|}jNi

i , νi, Ji)
{
|ji,mi〉 ⊗ | T̄i, M̄i〉

}
or, diagrammatically,

�
TiMi

J̄i,M̄i,ν̄i,mi

�

�

��
��

�

�����

� �

jimi

T̄iM̄i

JiMi+ (6.9.8)

where the double lines represent subshell states for Ti and its parent T̄i and
we have made the projections explicit. The square on the node incorporates
the fractional parentage coefficient so that

���
��
�� �

��

��
= N

1/2
i (jN̄i

i , ν̄i, J̄i|}jNi
i , νi, Ji) ��

���
��
�

��

��

jimi

J̄iM̄i

JiMi+
jimi

J̄iM̄i

JiMi+
(6.9.9)
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6.9.1 Recoupling coefficients

Consider an angular momentum state |A;JM〉 formed by coupling together
states with angular momentum quantum numbers J1, . . . Jn according to
a coupling scheme A with n − 2 intermediate resultant angular momenta
X1, . . . , Xn−2. Its scalar product with a state of the same total angular mo-
mentum but a different coupling scheme B is represented by the diagram

��JM A
�

{Xs}

J1

Jn

�

�
�JM

B

�
{Ys}

= �� �JM

A

JM

B
(6.9.10)

Because the value of this scalar product is independent of the projection M ,
we can define the angular momentum recoupling coefficient relating the two
schemes A and B by averaging over M so that〈

(J1, . . . , Jk)B
Y1,...,Yk−2

; J | (J1, . . . , Jk)A
X1,...,Xk−2

; J
〉

= [J ]−1�
� �

B
�

{Ys}

J1

Jn

J

�

�
�
�

A

�
{Xs}

(6.9.11)

in which the diagram has no free lines.

6.9.2 Matrix elements between open shell states

The construction of matrix elements between open shell states can be sim-
plified if we couple the angular momenta of the constituent subshells in a
standard order. There is no loss of generality, as other CSF coupling schemes
can be expressed as a linear combination of a standard set, in which a typi-
cal member T , is obtained by recursively coupling the subshells T1, T2, . . . in
order:

T (1) = [T1 ⊗ T2]X1 ;
T (k) = [T (k−1) ⊗ Tk]Xk−1 , k = 2, 3, . . . , n (6.9.12)

where X1, . . . , Xn−2, Xn−1 = J are the angular momenta chosen, in accor-
dance with the selection rules, at each step, and the final member of the
sequence, T (n) = T , is the required CSF. The total number of electrons is
given by N =

∑n
i=1Ni The corresponding diagrams are
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|T ′M ′〉 =

∆
+

∆
+

∆
+


 
 
 
T1
′ T2

′ T3
′ Tn

′
. . .

�
���

J1
′�
���
J2

′

J3

′

Jn

′
� � � �X1

′ X2
′ Xn−2

′ J ′M ′

〈TM | = 

 

 

 


T1 T2 T3 Tn

. . .

�
���J1

�
��� J2 
J3 
Jn

∇
−

∇
−

∇
−

� � � ��
X1 X2 Xn−2 JM

(6.9.13)

We start with the inner product 〈TM |T ′M ′〉. Provided the subshell states
Ti from which the two CSFs are built are constructed from a common set of
central field orbital spinors, we can exploit (6.9.5) and (6.9.6) to write

〈TM |T ′M ′〉

�
�

∇ ∇ ∇ �

∆ ∆ ∆ ��

+ + +

− − −

 
 
 


� � �

� � �
= J1 J2 J3 Jn

J ′M ′

JM

X1
′ X2

′ Xn−2
′

X1 X2 Xn−2

= δJJ′δMM ′ [J ]−1 ×
{ �

�
∇ ∇ ∇

∆ ∆ ∆

�
��J
}+ + +

− − −

 
 
 


� � �

� � �
J1 J2 J3 Jn

X1
′ X2

′ Xn−2
′

X1 X2 Xn−2

(6.9.14)

where the last step exploited (B.3.126). In general, the diagram in the braces
is a recoupling coefficient, except when the coupling scheme is the same for
both CSFs: Xi = Xi

′, i = 1, . . . , n−2. We can then use (B.3.127) and (B.3.91)
to separate the diagram on the two lines labelled X1 and X1

′ giving a factor
[X1]{J1J2X1}δX1X1

′ , and a closed diagram with an additional factor [X1]−1

with lines labelled J1, J2 replaced by one labelled X1. Repeating this process
eventually yields

〈TM |T ′M ′〉 = δTT ′δMM ′

where the delta function on the right indicates equality over all components
of the multi-indices T and T ′.
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This example helps with the evaluation of matrix elements of the Fock
space tensor operator

F k
q =

∑
α,β

a†
α〈α |fk

q |β〉aβ (6.9.15)

where fk
q is an irreducible tensor operator acting on the coordinates of a single

particle and α, β run over a complete set of states. When 〈α |fk
q |β〉 �= 0, there

will be a non-zero contribution to the sum obtained by contracting aα
† with

one of the annihilation operators, ai say, from 〈TM | and aβ with aj
† from

|T ′M ′〉. We say that α and β are active subshells for this matrix element. The
triangle condition {jαkjβ} = 1 must hold and there will usually be a parity
selection factor depending on the nature of fk

q ; for example, if fk
q ∼ Ck

q , then
lα + k+ lβ must be an even integer. The next step is to decouple one electron
from the active subshell state Tα in the bra and another from the active
subshell state Tβ

′ in the ket using (6.9.8). The argument used to evaluate the
scalar product (6.9.14) reveals that Tα

′ must be the parent state of Tα and
Tβ must be the parent state of Tβ

′ if the CSF matrix element is not to vanish.
Similarly Nα = Nα

′ + 1 and Nβ = Nβ
′ − 1.

The orthonormality of the subshell states can again be invoked to reduce
the problem to evaluating a generalized CGC. The Wigner-Eckart theorem
allows us to write the CSF matrix element as

〈TM |F k
q |T ′M ′〉 =

(
M k J ′

J q M ′

)
〈T‖F k‖T ′〉 (6.9.16)

with

〈T‖F k‖T ′〉 = (−1)∆α+∆β
′
(NαNβ

′)1/2(Tα{|Tα
′) (Tβ |}Tβ

′) (6.9.17)

× δ
˜Tα,Tα

′δ˜T ′
β ,Tβ

∏
i
=α,β

δTi,Ti
′

[J ]1/2

[jα]1/2 Rα,β(T ;T ′) 〈α‖fk‖β〉,

where we have used (6.9.7) to display the explicit dependence on the active
subshell occupation numbers and CFPs. The phase factor ∆αβ counts the
number of anti-commutations needed to move the active electron operators
aα from the bra and aβ

† from the ket to contract with the corresponding
operators in F k

q :

∆α =
∑
i≥α

Ni, ∆β
′ =
∑
j≥β

Nj
′ (6.9.18)

The recoupling coefficient Rα,β(T ;T ′) is defined by
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Rα,β(T ;T ′) = [J ]−1×

�

�

∇ ∇ ∇ ∇ ∇

∆ ∆ ∆ ∆ ∆

+ + + + +

− − − − +

+ −

�
�
�
�
��

��
��

��
���

����
����

����
�� ��
 
















� � � � � � �

� � � � � �

���J1 J2

Jα

Jα
′

Jβ

Jβ
′

Jn
jα

jβ

X1
′ Xα−2

′ Xβ−2
′ Xn−2

′ J ′

X1 Xα−2 Xβ−2 Xn−2

J k

(6.9.19)

When T and T ′ are states of the same configuration so that the operator fk
q

can connect different orbital states in the same open subshell, the formula
(6.9.17) reduces to

〈T‖F k‖T ′〉 =
∑
α

∑
˜Tα

Nα(Tα{|T̃α) (T̃α}|}Tα
′) (6.9.20)

×
∏
i
=α

δTi,T ′
i

[J ]1/2

[jα]1/2 Rα,α(T ;T ′) 〈α‖fk‖α〉.

where Tα and Tα
′ are both daughter states of T̃α. The additional summation

over the active subshells α arises because several open subshells may con-
tribute. In this case, the recoupling coefficient Rα,α(T ;T ′) is defined by the
diagram

Rα,α(T ;T ′) = [J ]−1×

�

�

∇ ∇ ∇ ∇

∆ ∆ ∆ ∆

+ + + +

− − − +

+

+
�
�
�
�
�

����
����� ��

��
��

���
�

�

 
 
 


� � � � �

� � � �

��

�

J1 J2

Jα

J̃α

J ′
α

Jn
jα

jα

X1
′ X ′

n−2 J ′

X1 Xn−2

J k
(6.9.21)

Examples of operators of type fk
q are given in §6.2.

6.9.3 Matrix elements of two-electron operators of type G

The reduction of the CSF matrix elements of two-electron operators of type

G =
∑

α,β,γ,δ

aα
†aβ

†〈αβ | g | γδ〉aδaγ (6.9.22)

follows a similar pattern. For simplicity we consider only the Coulomb in-
teraction, although the structure of the final result is much the same for all
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the interactions discussed in §6.4. The most general case involves four active
subshells, say α, β, γ, δ; without loss of generality we can assume that, with
our conventional ordering, α ≤ β and γ ≤ δ. Then if XK(αβγδ) is one of the
effective interaction strengths defined in §6.4, we find

〈TM |G |T ′M ′〉 = δJJ′ δMM ′

×
∑
αβγδ

(−1)∆[Nα(Nβ − δαβ)Nγ
′(Nδ

′ − δγδ)]1/2 (6.9.23)

×
∏

i
=α,β,γ,δ

δTi,Ti
′
∑

k

∑
T

(Tα{|Tα
′) (Tβ{|Tβ

′) (Tγ |}Tγ
′)(Tδ|}Tδ

′)

×
{

Rd(T, T ′) (1 + δαβ δγδ)
−1 [jα, jδ]−1/2XK(αβγδ)

−Re(T, T ′)(1− δαβ)(1− δγδ)[jα, jγ ]−1/2XK(αβδγ)
}
.

The phase factor arising from anti-commutation of operators to extract the
active subshell operators is

∆ =
β∑

i=α+1

Ni −
δ∑

j=γ+1

Nj
′ (6.9.24)

The direct recoupling coefficient is given by

Rd(T ;T ′) = [J ]−1×

�

�
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J1 J2

Jα

J ′
α

Jβ

J ′
β

k

Jγ

J ′
γ

Jδ

J ′
δ

Jn Jjα

jβ

jγ
jδ

X ′
1 X ′

α−1 X ′
β−1 X ′

γ−1 X ′
δ−1

X1 Xα−1 Xβ−1 Xγ−1 Xδ−1

(6.9.25)

The exchange recoupling coefficient Re(T, T ′) has a similar diagram, differing
in that the the jγ line is linked to the node P rather than Q, whilst the jδ
line is linked to Q rather than to P .

The expression (6.9.23) simplifies when, say, the ket |T ′M ′〉 has two active
electrons in the same subshell. For example, setting γ = δ in (6.9.25) gives
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〈TM |G |T ′M ′〉 = δJJ′ δMM ′

×
∑
αβγ

(−1)∆′
[Nα(Nβ − δαβ)Nγ

′(Nγ
′ − 1)]1/2 (6.9.26)

×
∏

i
=α,β,γ

δTi,Ti
′
∑

k

∑
˜T

(Tα{|Tα
′) (Tβ{|Tβ

′) (Tγ |}T̃γ)(T̃γ |}Tγ
′)

× Rd(T, T ′) (1 + δαβ)−1 [jα, jγ ]−1/2XK(αβγγ),

where ∆′ =
∑β

i=α+1Ni and the diagram representing Rd(T, T ′) is modified in
the obvious way. Clearly, T̃γ is a daughter of Tγ , and Tγ

′ is a grand-daughter.

6.10 CI and MCDHF problems with large CSF sets

The preceding section exploits the quantum theory of angular momentum to
simplify the calculation of matrix elements between CSFs. The energy of an
atom in a state Γ given by an ASF of the form (6.8.6) is

EΓ = cΓ
†HcΓ (6.10.1)

where H is the matrix of the Hamiltonian in the chosen CSF basis and cΓ is
a column vector of mixing coefficients with elements cT,Γ where T labels the
N -electron CSFs involved. The formulae (6.9.16) and (6.9.17) for one-electron
operators and (6.9.23) for two-electron operators, together with expressions for
effective interaction strengths, XK(αβγδ), in terms of radial (Slater) integrals
by formulae with the generic form (6.4.3), enable us to write each matrix
element of the Dirac-Coulomb Hamiltonian as a sum over radial integrals:

HTT ′ =
∑
αβ

tTT ′(αβ) I(αβ) +
∑
K

∑
αβγδ

vK
TT ′(αβγδ)RK

C (αβγδ) (6.10.2)

where I(αβ) is the radial part of the one-electron Hamiltonian as in (6.3.9) and
Rk

C(αβγδ) is a radial Slater integral in the notation of (6.4.8). The coefficients
tTT ′(αβ) and vk

TT ′(αβγδ) depend upon the active subshells α, β, γ and δ)
contributing to HTT ′ and on the given structure of the two CSFs T and T ′.
The matrix elements of the transverse photon interaction can be written

Htrans
TT ′ =

∑
ABCD

∑
k

6∑
τ=1

v kτ
TT ′(ABCD)Skτ (ABCD) (6.10.3)

where Skτ (ABCD) denotes an entry of Type τ in the list of §6.7.2, with
simplifications for the Breit and Gaunt interactions.

The energy expression (6.10.1) is the starting point for a number of self-
consistent procedures. If we choose a basis of radial wavefunctions computed,
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say, using some model potential, then EΓ is a quadratic function of the mixing
coefficients cΓ . If we make this expression stationary with respect to weak
variations of the components of cΓ subject to the normalization condition
cΓ

†cΓ = 1, we get a simple algebraic eigenvalue problem,

H cΓ = EΓ cΓ ,

whose eigenvalues and eigenvectors approximate the atomic energy levels and
the ASF mixing coefficients.The procedure is usually referred to as the method
of configuration interaction (CI). In practice, its numerical accuracy depends
upon a number of factors, in particular whether the necessarily finite number
of CSF trial functions is effectively complete for the states of interest. This
is partly a question of choosing the most appropriate CSFs but also of the
choice of the radial functions used to construct the interaction integrals.

Multi-configuration self-consistent field (MCSCF) schemes seek to make
the energy expression (6.10.1) stationary with respect to variations in the
radial functions as well as in the mixing coefficients. These lead to vari-
ous generalizations of the Dirac-Hartree-Fock schemes considered earlier in
this chapter, with the generic label MCDHF. We obtain generalizations of
the integro-differential equations (6.7.7). The new complication is that the
Y k(AB; r) interaction potentials in (6.7.4) now depend quadratically upon
the mixing coefficient vectors cΓ . This necessitates the use of iterative meth-
ods of solution which will be discussed in Chapters 7 and 8.

The atomic MCSCF method was first proposed in [46] in the pre-computer
era, and computer limitations on early relativistic MCDHF calculations, such
as in [47], allowed the use of only a small number of CSFs. Today, CSF sets of
dimension 102 to 104 are common, so that the calculation of the coefficients
tTT ′(αβ) and vk

TT ′(αβγδ) can become a major bottleneck. CI or MCSCF cal-
culations require the user first to decide what CSFs are appropriate and then
to calculate and store numerical values of these coefficients before proceeding
further with the calculation. The algorithms are essentially scalar in character:
the coefficients are calculated one by one so that the analysis of a given CSF
coupling scheme has to be repeated for every Hamiltonian matrix element in
which it appears, and storage of 108 or more coefficients is expensive.

6.10.1 Decoupling active electrons

Calculation of the recoupling coefficients Rd(T, T ′) and Re(T, T ′) and their
storage is a major burden in large-scale atomic calculations. There are now
many programs available for evaluating recoupling coefficients. The NJGRAF
utility program [48], for example, has two parts: the first analyses the topo-
logical structure of the angular momentum graph and sets up pointers that
identify the arguments of the 6j-symbols in each term of a Racah sum, along
with (2j+ 1) factors and phase factors. These tables are relatively short. The
second stage of the program substitutes numerical values for each argument
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and evaluates the recoupling coefficient. In principle, there may be several
equivalent Racah sums; there is no guarantee that the first stage analysis
selects an optimal expression, but the program does well in practice.

A more efficient algorithm aimed at reducing the computational costs in
large-scale calculations results from modifying (6.9.17) and (6.9.23) so that
they consist of a sum of terms which are products of expressions which depend
only on the the internal structure of each CSF T or T ′, together with a factor
involving only the active electrons. Decoupling an active electron from a CSF
is straightforward. Using (6.9.8) we can modify the ket of equation (6.9.13)
so that

|TM〉 =

∆
+

∆
+

∆
+


 
 
 
T1 T2 T̃α Tn

. . .

�
���

J1
�
���
J2 
Jα

�+




!!

jα


Jn

� � � � �X1 Xα−2 Xα−1Xα−1 Xn−2 JM

(6.10.4)

A standard parent state | T̃ M̃〉α has the same form as |TM〉 but with subshell
states T̃i, i = 1, . . . , n and coupling angular momenta X̃i, i = 1, . . . , n − 2.
We can therefore expand |TM〉 in the form

|TM 〉 =
∑
α

∏
i
=α

δTi
˜Ti
.
∑

˜Tα,˜Mαmα

(−1)∆αN1/2
α (T̃α|}Tα)

× Cα(T, T̃ ;JM).
{
| T̃ M̃〉α ⊗ | jαmα〉

}
. (6.10.5)

The coefficient Cα(T, T̃ ;JM) is a njm-symbol obtained from the scalar prod-
uct 〈T̃ M̃ |TM〉, and we have moved the creation operator anακαmα

† to the
extreme right, requiring ∆α =

∑
i≥αNi− 1 anti-commutations. The coupling

is represented by the GCG coefficient
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∇
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(6.10.6)

This can be written as the product of a recoupling coefficient Rα(T, T̃ ) and a
CG coefficient
Cα(T, T̃ ;JM) = Rα(T, T̃ ) 〈J̃M̃ , jαmα |JM〉

= [J ]−1
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∇
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(6.10.7)
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Thus (6.10.5) is equivalent to

|TM 〉 =
∑
α

∏
i
=α

δTi
˜Ti
.
∑
˜Tα

(−1)∆αNα
1/2 (T̃α|}Tα) (6.10.8)

× Rα(T, T̃ ).
∑
˜Mmα

{
| T̃ M̃〉α ⊗ | jαmα〉

}
〈J̃M̃ , jαmα |JM〉.

There is a similar expression for the bra 〈TM |.
The shell recoupling coefficients Rα(T, T̃ ) can be simplified. It is convenient

to introduce a new expression

S(abc; def) = [a, b]1/2(−1)a+b+c

{
a b c
d e f

}
(6.10.9)

This has the useful property that, when f = 0,

S(abc; de0) = δaeδbd{a b c},

which takes the value 1 when the triangular delta {a b c} is non-zero, and
vanishes otherwise. By cutting the diagram on successive pairs of lines Xi, X̃i

when i < α and similarly on three lines Xi, jα, X̃i when i > α, we reduce it
to a product of factors

Rα(T, T̃ ) = (−1)Φα(T, ˜T ).
[Jα]1/2

[J ]1/2 S(JαJ̃αjα; X̃α−1Xα−1Xα−2)

×
α−2∏
j=1

S(Xj−1XjJj+1; X̃jX̃j−1 0)
n∏

j=α+1

S(Xj−2X̃j−2jα; X̃j−1Xj−1Jj)

(6.10.10)

where with X0 = X̃0 = J1, X̃n−1 = J̃ , Xn−1 = J , the phase factor has the
exponent

Φα(T, T̃ ) = (Xα−1 − X̃α−1 + jα) + (Jα + J̃α + jα)

+
α−1∑
j=0

(Xj−2 +Xj−1 + Jj) +
n∑

j=α+1

(
X̃j−1 − X̃j−2 − Jj

)
The first line of (6.10.10) involving the interaction with the active electron
is always present and requires the evaluation of one 6j-symbol. Those factors
with index j < α contribute only to the phase Φα(T, T̃ ) whilst those with
index j > α may need more work. Both T and its parents have a simple
structure, but each T may have several parents T̃ with different values of X̃j

when j > α. These will require non-trivial 6j evaluations whenever there is
an open subshell with Jj �= 0.



388 6 Complex atoms

6.10.2 One-electron matrix elements

We can apply this immediately to construct matrix elements of one-electron
irreducible tensor operators, 〈TM |F k

q |T ′M ′〉 in our standard CSF basis. The
subshell CSF in the seniority scheme are designed to be orthonormal and those
that appear in expansions of the bra and the ket of the form (6.10.8) must
therefore be paired to give a non-zero result. The result is that

〈TM |F k
q |T ′M ′〉 =

∑
α,β

∑
˜T

(−1)∆α Nα
1/2(Tα{| T̃α) Rα(T, T̃ )

× (−1)∆β N ′
β

1/2 (T ′
β{| T̃ ′

β) Rβ(T ′, T̃ ) Fk
αβ (6.10.11)

where, after extracting a 3j-symbol from the one-electron matrix element
using the Wigner-Eckart theorem,

Fk
αβ = 〈jα‖fk‖ jβ〉.

×
∑

mαmβ
˜M

〈JM | J̃M̃ , jαmα〉 〈J̃M̃ , jβmβ |J ′M ′〉
(
mα k jβ
jα q mβ

)
.

The sum over α, β runs over all subshells for which 〈jαmα|fk
q | jβmβ〉 does

not vanish, the sum over T̃ runs over all common parent states, and we have
used the symmetry of cfps. The Racah sum is given by the diagram

�
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∇
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+

�

�
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kq
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= [J ]−1
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∆
∇

+

−

+

$
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%%
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$
$$








J̃

jβ

jα

�
&

'

J ′

J

k
(

))
kq

J ′M ′

JM

(6.10.12)

The closed diagram is proportional to a 6j-symbol giving the final result

〈T‖F k
q ‖T ′〉 =

∑
α,β

∑
˜T

(−1)∆α N1/2
α (Tα{| T̃α) Rα(T, T̃ )

× (−1)∆β
′
Nβ

′1/2 (T ′
β{| T̃β

′
) Rβ(T ′, T̃ )[J, J ′]1/2

{
J jα J̃
jβ J

′ k

}
〈jα‖fk‖jβ〉.

(6.10.13)

The first line of this formula takes independent account of the structure of
the bra, the second that of the ket and the last represents the matrix element
of the active electrons.

6.10.3 Two-electron matrix elements

We can proceed in much the same way with the more complicated two-electron
matrix elements of type G. We have to decouple two active electrons on each
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side of the matrix element, which we can do by using (6.10.7) recursively.
Denoting the parent state obtained by extracting an electron from the α
subshell by T̃ and the grandparent state obtained by extracting an electron

from the β subshell by ˜̃T , we have

|TM 〉 =
∑
α

∏
i
=α

δTi
˜Ti
.
∑
˜Tα

(−1)∆αNα
1/2 (T̃α|}Tα)Rα(T, T̃ ). (6.10.14)

×
∑

β

∏
j 
=β

δ
˜Tj

˜

˜T j

.
∑
˜

˜T β

(−1) ˜∆β (Ñβ − δαβ)1/2 ( ˜̃T β |} T̃β)Rβ(T̃ , ˜̃T ).

×
∑
˜M

˜

˜M

∑
mαmβ

{
| ˜̃T ˜̃M〉αβ ⊗ | jβmβ〉 ⊗ | jαmα〉

}
× 〈˜̃J ˜̃M, jβmβ | J̃M̃〉〈J̃ M̃ , jαmα |JM〉.

A similar expression with different active subshells can be written down for
the bra state. According to (6.4.2), all interaction potentials can be expressed
as a sum of terms of the type

〈ab | g | cd〉 =
∑
K

∑
Q

(
ma K jc
ja Q mc

)(
mb Q jd
jb K md

)
XK(abcd)

where XK(abcd) is an effective interaction strength for the term considered.
The CSF matrix element is therefore

〈TM | g |T ′M ′〉 = (6.10.15)∑
α

∏
i
=α

δTi
˜Ti
.
∑
˜Tα

(−1)∆αNα
1/2 (T̃α|}Tα)Rα(T, T̃ ).

×
∑

β

∏
j 
=β

δ
˜Tj

˜

˜T j

.
∑
˜

˜T β

(−1) ˜∆β (Ñβ − δαβ)1/2 ( ˜̃T β |} T̃β)Rβ(T̃ , ˜̃T ).

×
∑

γ

∏
s
=γ

δ
T ′

s
˜T ′

s
.
∑
˜Tγ

(−1)∆′
γN ′

γ
1/2 (T̃ ′

γ |}T ′
γ)Rγ(T ′, T̃ ′).

×
∑

δ

∏
t
=β

δ
˜T ′

t
˜

˜T ′
t

.
∑
˜

˜T ′
δ

(−1)˜∆′
δ(Ñ ′

δ − δγδ)1/2 (˜̃T ′
δ|} T̃ ′

δ)Rδ(T̃ ′,
˜̃
T ).

×
∑
K

{
(1 + δαβδγδ)−1GK

αγ,βδ − (1− δαβ)(1− δγδ)GK
αδ,βγ

}

GK
αγ,βδ = XK(αβγδ) RK(αγ, βδ)JM,J ′M ′ (6.10.16)

in which, after using rule (B.3.126), the Racah sum is
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RK
αβγδ = δJJ′δMM ′ [J ]−1

∇ � ∇�

�∆ � ∆

�

�

 

J

�

�

�

�
��

− −

−

+ +

+

J̃

K

J̃ ′

jα

jγ

jβ

jδ

˜̃
J

= δJJ′δMM ′ [J ]−1(−1)2( ˜J− ˜J′)

⎧⎪⎨⎪⎩
J jα jγ

J̃ K J̃ ′ 2˜̃
J jβ jδ

⎫⎪⎬⎪⎭
= δJJ′δMM ′ [J ]−1(−1)2( ˜J− ˜J′)

×
{
J̃ ′ J̃ K
jα jγ J

}{
J̃ ′ J̃ K

jβ jδ
˜̃
J

}
(6.10.17)

which expresses the fact that the interaction is scalar so that the Fock matrix
is diagonal with respect to J .

The exchange part of the two-electron interaction can be treated similarly.
An exchange of the roles of jδ and jγ gives

RK
αδ,βγ = δJJ′δMM ′ [J ]−1

∇ � ∇�

�∆ � ∆

�

�

 

*
**
�

�
�


J

� �

 "

� �

− −

−

+ +

+

J̃

K

J̃ ′

jα

jδ

jβ

jγ

˜̃
J

= δJJ′δMM ′ [J ]−1(−1)2( ˜J− ˜J′)

⎧⎪⎨⎪⎩
jγ jα K

J̃ ′ J jδ˜̃
J J̃ jβ

⎫⎪⎬⎪⎭

(6.10.18)

The expression (6.10.15) divides up the calculation of matrix elements of two-
electron interactions into several parts. The last line, which entangles the
different states, only requires knowledge of the values of the total angular
momentum of the two CSFs, their parent and grandparent states. The lines
above it decouple one electron from each active subshell. The structure of the
recoupling coefficients Ri(T, T̃ ) relating the CSF and its parents is simple, and
it is only necessary to substitute the appropriate J values and to extract the
appropriate CFPs once. The result can be recycled for each matrix element in
which the CSF T participates, a considerable saving of effort in comparison
with the older method based on (6.9.25). A similar construction has been
given by Bar-Shalom et al. [56] in calculating electron-ion collisional excitation
cross-sections in the relativistic distorted-wave approximation.
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7

Computation of atomic structures

7.1 Atomic structure calculations with GRASP

GRASP [1] is a system for the calculation of relativistic atomic structure and
properties. Table 7.1 lists the main modules with a brief description of their
functions1. The software implements the finite difference numerical methods
of Chapter 6. Having defined a basis of CSFs, {T }, the user invokes the MCP
module to compute the angular momentum coefficients tTT ′(αβ), vK

TT ′(αβγδ)
of (6.10.2). The MCDF code generates Dirac radial spinors, either with the
user’s choice of parametrized model potential or by solving the coupled DHF
radial equations. It also generates the corresponding interaction integrals
I(αβ) and RK

C (αβγδ) over the radial orbitals, and then assembles the Hamil-
tonian matrix H in the CSF basis using (6.10.2) and (6.10.3). The atomic
state functions (ASF) are the eigenvectors of H, and its eigenvalues repre-
sent the atomic energy levels. If the transverse photon interaction, self-energy,
and vacuum polarization corrections are to be calculated, then MCBP must
be called to compute the coefficients vkτ

TT ′(ABCD) of (6.10.3), after which
BENA calculates the radial integrals Skτ (ABCD) and QED corrections and
assembles the perturbed Hamiltonian H in the ASF basis of the DC Hamil-
tonian before rediagonalizing. This corrects the total energy of the atom and
the CSF mixing coefficients, but leaves the orbitals unperturbed. The outputs
can be applied to bound state properties, radiative transition amplitudes, or
target wavefunctions for scattering calculations as described in the following
chapters. The structure of the original GRASP package reflects the limited
memory and file storage of computers some 30 years ago. Free-standing mod-
ules pass data from one to another by way of formatted disc files (originally
magnetic tapes). They are invoked noninteractively in the sequence in which
data is presented by the input file. This arrangement survives in the most

1 There are several versions of the code in circulation, mostly referenced in [1].
GRASP2, which had a limited circulation, is a precursor of GRASP92 [2]. Down-
loads are accompanied by documentation files.
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Table 7.1. Main modules of GRASP

GRASP DATAIN Processes input batch file

MCP Constructs coefficients vK
TT ′(abcd)

(and tTT ′(ab)) of (6.10.2)
MCBP Constructs coefficients vKt

TT ′(abcd) for
relativistic corrections to Coulomb interaction

MCT Constructs coefficients dL
TT ′(ab) for radiative

multipole transitions

MCDF Numerical integration of MCDHF equations,
diagonalization of Hamiltonian in CSF basis,
analysis and properties of wavefunctions

BENA Evaluates corrections to the Hamiltonian
due to transverse photon (or Breit) interaction,
vacuum polarization and electron self-energy,
rediagonalizes Hamiltonian, analyses
wavefunctions

OSCL Evaluates radiative transition rates

recent published version, GRASP92 [2], which can handle problems requiring
of order 105 CSFs in multi-processor environments. For simplicity, the older
structure is used to explain what needs to be done to carry out relativistic
atomic structure calculations.

7.2 GRASP modules

We shall use calculations on the beryllium-like ion, Fe XXIII, to illustrate
the use of GRASP as the low-lying states of this highly ionized atom can
be approximated with fair accuracy using a small CSF basis, and the atomic
number is large enough for relativistic effects to be of reasonable size. This
ion has been observed, for example, in tokamak plasmas [3] and in an electron
beam ion trap (EBIT) [4], and we shall compare outputs with experimental
data where appropriate. Table 7.2 shows a batch input file for an MCDHF-
EAL calculation2 for the even parity states of Fe XXIII belonging to the
1s2{2s2 + 2p2} manifold. The lines in Table 7.2 have been numbered only
for the purposes of this discussion and are not part of the input file. The
commands ANG, MCP, MCT, MCBP, MCDF, and so on, activate each program

2 Different versions of GRASP use different conventions for the presentation of
input data. In this chapter, we have used GRASP0 (part of Patrick Norrington’s
DARC98 package [5]) whose conventions are very similar to GRASP [1].
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Table 7.2. A simple GRASP input file

1 Fe XXIII, even ! User’s description of run
2 2 3 2 55.8 ! NMAN, NWM, IOP, ATW.
3 1s ! Nonrelativistic
4 2s 2 0 ! subshell
5 2p 0 2 ! occupations.
6 ANG 1 ! Generate all possible CSFs
7 -1
8 MCP ! Generate all angular coefficients
9 MCBP ! Generate all angular coefficients

10 MCT 1 ! Dipole transition coefficients
11 MCDF ! Generate wavefunctions,etc
12 !
13 26 ! Atomic number
14 EAL ! Extended average energy functional
15 BENA ! QED and relativistic corrections
16 !
17 OSCL ! Radiative transitions
18 !
19 STOP

module in turn for specific parts of the calculation. Users may wish to carry out
calculations step by step, in which case the unwanted modules can be dropped
from the list. For example, if the user wants only the MCDHF wavefunctions
and energy levels, then he or she can omit lines 15 to 18. Similarly, the user
may wish to solve the radial equations in an MCDHF-OL fashion for individual
levels using the same CSF data; in this case, the angular coefficients will
already be available in a file and there will be no need to invoke MCP or MCBP
to recalculate them.

Individual data items on a line are separated by blanks. Comments fol-
lowing the ! signs are not part of the data. Typewriter font indicates names
used in the program. Thus we have

• Line 1 A title which identifies the calculation (compulsory).
• Line 2 The number of (nonrelativistic) configurations (NMAN = 2), the

number of (nonrelativistic) orbitals (NWM = 3) are compulsory ; data that
follow include the data input mode (IOP = 2) to generate prints of the
LSJ CSF and the LS − jj transformation coefficients) and the atomic
weight (ATW = 55.8).

• Lines 3–5 These NWM lines list the numbers of electrons in each of the NMAN
configurations in order. The blanks in the 1s line indicate that it is a core
shell that is filled (2 electrons) in all configurations.
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• Line 6 ANG calls the angular coefficient modules. The coefficients are writ-
ten to a binary file, and the user controls the amount of data to be output
as text. Here the figure 1 sends output to a text file.

• Line 7 specifies what overall symmetries are to be used in calculation of
angular coefficients by the MCP, MCBP, and MCT modules. If there is one non-
negative number, then only CSFs with this value of J are considered; the
tabular entry, -1, here indicates all possible J-values must be considered;
an entry -2 indicates that the following NMAN lines contain the limits on
J for each nonrelativistic configuration. If there are 3 numbers, the first
being negative, then the other two give limits on J for all CSF. If there
are precisely NMAN numbers, these list the J-values of the CSF in order.

• Line 8 MCP invokes the module to generate angular coefficients vK
TT ′(αβγδ)

(6.10.2) for the Coulomb interaction between electrons and one-electron
coefficients tTT ′(αβ).

• Line 9 MCBP invokes the module to generate the corresponding coefficients
for the transverse photon (Breit) interaction: vKτ

TT ′(αβγδ), (6.10.3).
• Line 10 MCT KA invokes the module to generate angular coefficients d k

TT ′(αβ)
for radiative transition matrix elements of tensor rank KA= k; this may be
followed by an optional parameter, IOPAR, setting the parity: +1 for even
parity (M1.E2. . . . ), -1 for odd parity (E1, M2, . . . ); coefficients for both
parities are calculated if the parity is not specified.

• Line 11 MCDF invokes the module to solve the MCDHF integro-differential
equations using finite difference methods, constructs and solves the eigen-
value problem for the H matrix, and controls the iterative process. The
user can set a large number of options.

• Line 12 The blank line indicates that default settings should be used. The
user can also supply data to instruct MCDF to use archived wavefunctions
for input and to generate certain outputs.

• Line 13 Only the atomic number, Z=26, is compulsory. The user may also
set the radial step size, H (default 0.05)and first grid point, RNT (default
10−5), the precision (ACCY) for convergence of radial functions and mixing
coefficients (default 10−8), and two other parameters.

• Line 14 The commands AL, EAL, OL, EOL indicate which SCF mode is
to be used.

• Line 15 BENA invokes the module to generate first order perturbation cor-
rections to the Dirac-Coulomb Hamiltonian matrix for the transverse pho-
ton corrections to the Coulomb interaction, vacuum polarization and elec-
tron self-energy (Lamb shift). These are converted to the Dirac-Coulomb
ASF basis before rediagonalizing the Hamiltonian. Many options are avail-
able.

• Line 16 The Breit interaction (the long wavelength limit of the full trans-
verse photon interaction) can be used by setting the optional parameter
WFACT (default 1.0) to, say, 10−3. (This replaces each energy difference ω
by ω× WFACT.)
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• Line 17 OSCL invokes the module to calculate radiative transition rates in
both Babushkin (“relativistic length”) and Coulomb (“relativistic veloc-
ity”) gauges. There are a large number of options.

• Line 18 This lists initial and final levels between which transitions are to
be calculated. All possible levels are considered if the line is empty.

• Line 19 STOP terminates data input for this calculation.

Table 7.3. Equivalent jj-coupled CSFs

1s ! Relativistic
2s 2 0 0 0 0 0 ! subshell
2p- 0 0 1 1 0 2 ! occupation
2p 0 2 1 1 2 0 ! numbers.

ANG 1
0 2 2 1 0 0 ! J-values

Table 7.4. jj- and LSJ− coupled CSFs

jj-coupling LSJ-coupling

1. [1s21/22s
2
1/2]J = 0 1S0

2. [1s21/2(2p3/2)2]J = 2 3P2

3. [1s21/22p1/22p3/2]J = 2 1D2

4. [1s21/22p1/22p3/2]J = 1 3P1

5. [1s21/22p
2
3/2]J = 0 3P0

6. [1s21/22p
2
1/2]J = 0 1S0

DATAIN first generates the jj-coupling CSFs used internally; for the even-
parity states of Fe XXIII, the result is displayed in Table 7.3. In this case, the
core 1s2 shell has angular momentum J1 = 0 in all CSF, so that the overall
angular momentum J depends only on the coupling of the angular momenta
J2, J3 and J4 of the relativistic open shell CSFs. Table 7.4 shows the same
information in conventional spectroscopic notation.

The increased size of the CSF set in jj-coupling, even in this trivial exam-
ple, is the most striking feature of Table 7.4. The number of CSFs increases,
because of the greater number of jj-coupling subshell states and the various
angular momentum coupling schemes that they permit. This number explodes
when there are several open d, f, . . . shells such as in transition metals, lan-
thanides and actinides. For example, the ground state of neutral uranium
is classified as [Rn] 5f3(4Io

9/2)6d7s
2 (9/2, 3/2)o

6 [6, Table 10.3] where [Rn] de-
notes the configuration: 1s22s22p63s23p63d104s24p64d105s25p64f145d106s26p6
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of the Radon core. The representation of the ground state, J = 6, requires 44
jj-coupled CSF belonging to the 5f36d7s2 odd-parity manifold alone. Taking
electron correlation into account involves adding manifolds such as 5f36d27s
which generate even bigger CSF sets. Such calculations continue to pose ma-
jor challenges for ab initio investigation. The structure of legacy codes such
as GRASP was not designed to handle the huge amounts of data needed for
a physically satisfactory model; GRASP92 aims to overcome this defect.

7.3 MCDHF integro-differential equations

The MCDHF integro-differential equations have much the same form as the
DHF integro-differential equations of §6.7, but the multiconfiguration struc-
ture makes the coefficients more complicated. We first write the elements,
Hrs, of the MCDHF Hamiltonian in a notation similar to that of §6.7. Using
r, s (rather than T, T ′) for the CSF indices, the diagonal matrix elements are

Hrr =
nW∑
A=1

{
qr(A) I(AA) (7.3.1)

+
nW∑

B≥A

⎡⎣ k0∑
k=0,2,...

fk
r (AB)F k(AB) +

k2∑
k=k1,k1+2,...

gk
r (AB)Gk(AB)

⎤⎦⎫⎬⎭ ,
where I(AB), F k(AB) and Gk(AB) are the usual radial Slater integrals de-
fined in (6.3.9), (6.6.8), and (6.6.9)3 and qr(A) is the number of electrons in
subshell A of CSF r. The angular coefficients of (6.6.15) and (6.6.16) are

f0
r (AA) =

1
2
qr(A)(qr(A)− 1), f0

r (AB) = qr(A)qr(B), A �= B. (7.3.2)

and, for k > 0 and qr(A) = 2jA + 1 or qr(B) = 2jB + 1,

gk
r (AA) = −1

4
[qr(A)]2ΓjAkjA

, gk
r (AB) = −1

2
qr(A)qr(B)ΓjAkjB

, (7.3.3)

whilst if neither subshell is fully occupied, qr(A) < 2jA+1 and qr(B) < 2jB+1,
we need the coefficients defined in (6.10.2)

fk
r (AB) = vk

rr(ABAB), gk
r (AB) = vk

rr(ABBA) (7.3.4)

The summation limits in (7.3.1) are k0 = (2jA − 1)δAB , k1 = |jA − jB | if
κA κB > 0 or |jA − jB | + 1 if κA κB < 0 and k2 = jA + jB if jA + jB + k is
even and jA + jB − 1 otherwise.

Matrix elements that are not diagonal in CSF indices, r �= s, are defined
as in (6.10.3):
3 We drop the subscripts C, which are not needed here.
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Hrs =
∑
AB

trs(AB) I(AB)δκAκB
+
∑

k

∑
ABCD

vk
rs(ABCD)Rk(ABCD). (7.3.5)

The one-electron terms are relatively unimportant as they appear only if the
two configurations r, s differ only by the excitation of a single electron from
a subshell nAκA in one CSF to a subshell nBκB with κA = κB in another.
They were ignored in early versions of GRASP.

As in the DHF case, the MCDHF equations can be derived by making
the energy of the atom stationary subject to orthogonality constraints on
the orbitals and the CSF mixing coefficient vectors. Lagrange’s method of
undetermined multipliers leads to the functional

J [u1, . . . uNW , c ] =
NCF∑
r=1

NCF∑
s=1

drsHrs +
∑
A

∑
B

(1− δAB)λAB (A |B) (7.3.6)

where the integer NCF is the dimension (in the notation used by GRASP) of
the CSF set, NW is the number of orbitals, and uA denotes the radial spinor
for subshell A. The coefficients drs are generalized weights given by

drs = d
nL∑
i=1

(2Ji + 1) cri csi/d
nL∑
i=1

(2Ji + 1), (7.3.7)

where the (real) numbers cri, the mixing coefficients, are the components of the
column vector cr expressing the CSF composition of the ASF Γr, (A |B) is the
orthogonality integral (6.7.1), and λAB = λBA are the Lagrange multipliers,
which contribute only when κA = κB . The sum over i runs over a suitable
set of nL eigenvalues of H. The ASFs are normalized so that

c†
rcs = δrs.

The diagonal energy parameter εAA is given by a generalization of (6.7.10)
whilst

λAB = q(A) εAB , q(A) =
nC∑
r=1

drrqr(A), (7.3.8)

where qr(A) is the number of electrons in subshell A in CSF r, so that we call
q(A) a generalized occupation number. Because H is real symmetric in this
type of calculation, its i-th eigenvalue is

Ei =
∑
rs

cri csiHrs,

so that we may interpret the first term on the right-hand side of (7.3.6) as a
weighted sum over nL eigenvalues:

NCF∑
r=1

NCF∑
s=1

drsHrs =
∑nL

i=1(2Ji + 1)Ei∑nL

i=1(2Ji + 1)
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The usual variational argument leads to the MCDHF integro-differential
equations

−Znuc(r)− Y (A; r)
r

PA(r) + c
(
− d

dr
+
κA

r

)
QA(r)

−εAA PA(r) = −X+1(A; r),
(7.3.9)

c

(
d

dr
+
κA

r

)
PA(r) +

(
−2mc2 − Znuc(r)− Y (A; r)

r

)
QA(r)

−εAAQA(r) = −X−1(A; r).

with new definitions of Y (A; r) and Xβ(A; r) which reflect the multiconfigu-
rational character of the model. The direct potential is

Y (A; r) =
∑

k

NW∑
B=1

{
yk(AB)Y k(BB; r)

−
NW∑
D=1

yk(ABAD)Y k(BD; r)

}
, (7.3.10)

yk(AB) =
1 + δAB

q(A)

NCF∑
r=1

drrf
k
r (AB),

yk(ABAD) =
1
q(A)

NCF∑
r=1

NCF∑
s=1

drsv
k
rs(ABAD)

whilst the right-hand sides are

Xβ(A; r) = −
∑
B 
=A

δκAκB
εAB RγB ,βκB

(r)

+
∑

k

⎧⎨⎩∑
B 
=A

xk(AB)
Y k(BA : r)

r
RγB ,βκB

(r)

−
∑

BCD

(1− δAC)xk(ABCD)
Y k(BD; r)

r
RγC ,βκC

(r)

}
(7.3.11)

where RγA,βκA
(r), β = ±1, has its usual meaning: (6.2.2), and

xk(AB) =
1
q(A)

NCF∑
r=1

drrg
k
r (AB),

xk(ABCD) =
1
q(A)

NCF∑
r=1

nC∑
s=1

drsv
k
rs(ABCD)
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We can now give a more precise meaning to the different variants of
MCDHF calculation [7]:

OL mode: The weights are chosen to solve for a single ASF I, so that
drs = crIcsI equivalent to setting nL = 1 in (7.3.7).

Each ASF must be determined from one such calculation. The orbitals
which emerge from these calculations may differ significantly from one
ASF to another.
EOL mode: The weights are given by (7.3.7) with nL > 1.

The same set of orbitals is used to represent a selection of ASF.
AL mode: Here the weights are independent of the mixing coefficients
and are given by drs = δrs(2Jr + 1)/

∑NCF
t=1 (2Jt + 1) This weights each

CSF according to its J value. This choice greatly simplifies the iterative
scheme by decoupling the diagonalization of the secular matrix from the
solution of the radial equations. It also ensures that the limit c → ∞
corresponds to a proper nonrelativistic problem. This is not always true
for other MCDHF variants, which makes the comparison of relativistic and
nonrelativistic calculations difficult.
EAL mode: The weights are independent of the mixing coefficients but
are chosen by the user.

The AL, EAL, and EOL schemes average the potentials over several J val-
ues and the ASF are constructed from a common set of potentials. This is
particularly useful for studying the highly ionized atomic species that are so
common in laboratory and astrophysical plasmas. In any event, the secular
matrix can be partitioned into a direct sum of secular matrices, one for each
symmetry; each J matrix can then be diagonalized independently. This makes
the AL, EAL, and EOL models cheaper than OL calculations because all the
CSFs are constructed together from a common orbital set and only a single
diagonalization is required for each symmetry. A common set of orbitals sim-
plifies the calculation of radiative transition probabilities, but the results are
not always accurate. An algorithm for calculation of transition probabilities
taking account of orbital relaxation is described in §8.4 and §8.5 has recently
been implemented in the latest version of grasp92.

7.4 Solving the integro-differential equations

The MCDHF system (7.3.9) can be written

cJ
dU

dt
+ (W[U ]− E r ) U(t) = 0, U(0) = U0, lim

t→∞
U(t) → 0 (7.4.1)

in the manner of (5.11.1), where U(t) is a 2*NW-dimensional vector
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U(t) =

⎛⎜⎝u1(t)
...
uNW (t)

⎞⎟⎠ , (7.4.2)

indexed by the NW subshell labels. The 2*NW matrix E has matrix elements
εAB , and

Λ = QE, Q = diag {q1 I2, . . . , qNW I2}, J = diag (J, . . . , J) (7.4.3)

where I2 denotes the 2 × 2 unit matrix, and J was defined in (5.3.3). The
matrix W[U ] has diagonal blocks (7.3.10)

WAA[U ] =
(
−Znuc(r) + Y (A; r) −cκA

−cκA 2c2r − Znuc(r) + Y (A; r)

)
, (7.4.4)

and off-diagonal blocks (7.3.11)

WAB [U ] = −
∑

k

{
xk(AB)Y k(AB; r)

−(1− δAB)
∑
CD

xk(ACBD)Y k(CD; r)

}
I2 (7.4.5)

These equations must be solved together with the secular equations

[H− EΓ ]cΓ = 0, (7.4.6)

subject to the usual orbital orthogonality constraints. In OL and EOL calcula-
tions, the CSF weights, drs defined by (7.3.7), depend on the mixing coefficient
vectors ci. The drs are fixed in AL and EAL calculations, which decouples
the orbital equations (7.4.1) from the secular equation (7.4.6).

There are many conceivable schemes for iterative solution of this nonlin-
ear system. In practice, all of those implemented so far use a single orbital
improvement scheme, in which we separate (7.4.1) into equations of the form
(5.11.1){

cJ
d

dt
+ f(t) [WAA[U ]− εAA]

}
uA(t)

= f(t)
∑
B

{εABδκA,κB
−WAB [U ]}uB(t) (7.4.7)

After ν iterations, we update orbital A using{
cJ
d

dt
+ f(t)

[
W

[ν]
AA[U ]− ε[ν]

AA

]}
u

[ν+1]
A (t)

= f(t)
∑
B 
=A

{
ε
[ν]
ABδκA,κB

−W [ν]
AB [U ]

}
u

[ν]
B (t). (7.4.8)
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The algorithms used in GRASP to obtain the trial solution u[ν+1]
A (t) have been

described in §5.11 and Appendix B.6. The SOLV routine calls OUT to generate
solutions for the inner region by marching outwards from r0, near the origin,
and then IN marches inwards from the outer boundary. The parameters ε
and the normalizing coefficient A are adjusted using the Hartree perturbation
equations (5.11.15) and (5.11.16) in order to obtain a normalized u

[ν+1]
A (t)

with the correct number of zeros. This adjustment process may fail for several
different reasons: the solution may not be normalizable, it may have the wrong
sign, or the corrections may be so large that subsequent iterations diverge.
SOLV includes strategies to encourage convergence when this happens..

7.5 Starting the calculation

The initial stages of the calculation for the model of Table 7.2 are clear from
the extract of output in Table 7.5. The atomic number Z = 26 is specifed on
line 13 of the input file; all other parameters C, RNT, H, ACCY, and CUTOFF
have been given default values which can be modified by the user.

7.5.1 The radial grid

We introduced the continuous and differentiable mapping

r = f(t), k(t) = f ′(t)/f(t). (7.5.1)

in §5.11 in an attempt to get a smoother discrete representation of orbital
wavefunctions on a radial grid using a uniform partition of the interval [t0, tN ]

tn = t0 + nH, n = 0, 1, . . . , N. (7.5.2)

The most common mappings are

A. r = f(t) = r0 e
t, k(t) = 1.

B. r = f(t) = r0+At4, where A is a positive constant such that R = r0+At4N .
C. r is defined implicitly by

ln(1 + r/r0) + r/hc = t, k(t) =
r + r0
r

hc

r + r0 + hc

.

Grid A is the default in GRASP as in nonrelativistic calculations [8, §3.11.1].
The radial step grows exponentially, roughly in line with the spacing of suc-
cessive zeros of the wavefunction, so that each loop can be defined at approx-
imately the same number of radial grid points. The default values of RNT= r0
and H can be overridden by the user. Grid B has similar properties, but the
interval between successive r values increases less rapidly. Grid C is exponen-
tial near r = r0, since k(0) ∼ 2; for r0 � r � hc, k(t) ∼ (1 + r/hc)−1 so that
intervals increase more slowly as t increases; finally when r � hc then r ∼ hct
so that the grid becomes linear at large r. It is therefore useful in calculations
that need to take weakly bound or continuum states into account.
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Table 7.5. Starting the MCDHF calculation

***********************************************************
routine INIT : start of MCDHF calculation
***********************************************************
Title : Fe XXIII

Run at : 23-Jun-03 12:12:58
***********************************************************

atomic units are used except where indicated
the following conversion factors are set in routine DATAIN
using atomic weight = 55.80000
1 a.u. = 2.1947247301E+05 cm-1
1 a.u. = 2.7211128392E+01 eV

Z (atomic number) = 26.00
C (speed of light) = 1.3703598950E+02
RNT (first grid point) = 1.000E-05
H (grid step-size) = 5.000E-02
ACCY (accuracy) = 1.000E-08
CUTOFF (wave-function cut-off parameter) = 1.000E-10
N (maximum grid point at 200.0) = 337

extended average level (EAL) calculation

orbital N K 2J L

1 1S 1 -1 1 0
2 2S 2 -1 1 0
3 2P- 2 1 1 1
4 2P 2 -2 3 1

>>>> routine NUCPOT called : evaluate nuclear potential

point nucleus case

>>>> routine TFPOT called to evaluate the Thomas-Fermi
>>>> potential for degree of ionization = 22

*** Thomas-Fermi estimate *** 1S E = 3.35162E+02 241 points
*** Thomas-Fermi estimate *** 2S E = 8.10642E+01 257 points
*** Thomas-Fermi estimate *** 2P- E = 8.08238E+01 257 points
*** Thomas-Fermi estimate *** 2P E = 8.00979E+01 257 points

number of w.f. points = 1012 (max= 10000)
number of grid points = 257 (max= 400)
first grid point = 1.00000E-05
last grid point = 3.62217E+00
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7.5.2 The nuclear mass

The finite mass and size of the nucleus must both be included in the model to
obtain quantitative agreement with spectroscopic data. It is straightforward to
separate the centre of mass motion of the atom as a whole in nonrelativistic
quantum mechanics [8, §8.2]. The main effect on the internal motion is to
replace the mass of the electron by a reduced mass which effectively replaces
the Rydberg constant for infinite mass, R∞, by

RM =
M

M +m
R∞, (7.5.3)

where m is the electron mass and M the nuclear mass. The energy conversion
factors for the atomic unit reported at the beginning of Table 7.5 make this
correction. This is often known as the normal mass effect. Additional terms
in the Hamiltonian are due to the (nonrelativistic) coupling of the electron
and nuclear motions:

HSMS =
1
M

∑
i<j

pi · pj (7.5.4)

where the sum runs over all distinct pairs of electron indices. These give small
corrections to atomic energy levels described as the specific mass shift. So
far, nobody has succeeded in devising a rigorous and tractable relativistic
scheme to take nuclear motion into account in atomic structure calculations.
The nonrelativistic method of calculation described in [8, §8.2.1] has been
implemented in GRASP92 [2].

7.5.3 The nuclear size

Real nuclei are not point charges, and the finite size of the nuclear charge dis-
tribution mu st be taken into account in relativistic calculations. Section 5.4.1
revealed the sensitivity of the relativistic wavefunctions near the nucleus to
the shape of the nuclear charge density. The amplitudes of both components
are proportional to rγ for a point nucleus, whereas for a finite size nucleus the
large component is proportional to rl+1 as r → 0, whilst the small component
is proportional to rl when κ > 0 or rl+2 when κ < 0. The functions are there-
fore bounded at the nucleus and have finite derivatives, whereas for a point
nucleus, the radial density of an s- or p1/2-orbital, for which 0 < γ < 1, has in-
finite slope at the origin, although the radial density is still normalizable. This
major difference in behaviour makes it necessary at the outset of a calculation
with GRASP to specify a model of the nuclear charge distribution, usually
one of the simple models of §5.4 although more elaborate models are some-
times used. The critical parameter has been the RMS radius of the nuclear
charge density, for which experimentally determined values should be used
when available [9]. Many nuclei have nonspherical charge distributions, and
the effect on the RMS radius should be taken into account for Z > 90 [10, 11].
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The finite size of the nucleus makes an important contribution to X-ray tran-
sition energies.

The nuclear potential −Znuc(r)/r is generated by the NUCPOT routine. The
unscreened Coulomb potential is the default: Znuc(r) = Z; in our example
Z = 26. Otherwise, an input line starting VNUC, inserted between lines 13 and
14 of Table 7.2 , permits the user to specify either the potential of a uniform
distribution of nuclear charge (NUCTYP=1), (5.4.3), or a Fermi distribution
(NUCTYP=2), both described in §5.4. The program recognizes a user supplied
model if NUCTYP> 2.

7.5.4 Initial estimates for radial wavefunctions

Initial estimates for SCF calculations can be obtained in several ways. The
default model in GRASP0 is a Thomas-Fermi (TF) potential [12, 13], [14,
§214]. Thomas-Fermi theory applies (nonrelativistic) Fermi-Dirac statistics
to the electron density distribution giving a universal local potential that
approximates Y (A; r). Let z = Z + 1 − Q, where Q =

∑
A q(A), be the

residual charge on the atom after removing one electron to infinity. Then

Y (A; r) ≈ Y TF (r) = z − (z − Znuc(r)) [ f(x) ]2 (7.5.5)

where x = [ (Q− 1)1/3r / 0.8853 ]1/2 and

f(x) =
0.60112x2 + 1.81061x+ 1

0.04793x5 + 0.21465x4 + 0.77112x3 + 1.39515x2 + 1.81061x+ 1

The Dirac eigenvalues for a TF potential with Z = 26 and Q = 4 for Fe XXIII
are shown in Table 7.5. In this example, they are more tightly bound than
the converged MCDHF orbitals.

GRASP0 provides an alternative method of generating initial estimates
in terms of Dirac Coulomb orbitals with an effective charge Znκ = Z − σnκ,
where σnκ is a suitably chosen screening parameter. Klapisch [15, 16] devised a
simple model potential for use in relativistic CI calculations for highly ionized
atoms. The nonrelativistic SUPERSTRUCTURE [17] code used scaled TF
potentials in much the same way.

The orbital properties appear at the bottom of Table 7.6. E is the orbital
eigenvalue in atomic units. SC is a screening number, σnκ = Z − Znκ The
effective nuclear charge Znκ has been chosen such that the computed mean
radius, 〈 r 〉nκ, agrees with the Dirac hydrogenic expression4, Table 3.3.3:

(3N2
nκ − κ2)

√
1− Z2

nκ/N
2
nκc

2 − κ.

The number of radial points needed to represent the orbital and the mean
values of powers of the radius, 1/r, r and r*r, together with the Lagrange
multiplier ε1s,2s and the orthogonality integral N(1s,2s) also are printed out.

4 Note that Nnκ, (3.3.21), is itself a function of Znκ.
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Table 7.6. EAL calculation for Fe XXIII 1s2{2s2 + 2p2}
********************************************************
generalised orbital occupation numbers

2.000000E+00 1.250000E-01 6.250000E-01 1.250000E+00

CSF mixing coefficients

2.500000E-01 5.590170E-01 5.590170E-01 4.330127E-01
2.500000E-01 2.500000E-01

>>>> MCDF dump written
-------------------------------------------------------
>>>> routine SCF called

’’
’’
’’

orbital properties
------------------

E (a.u.) SC

1 1S 3.134905800718E+02 4.5307700E-01 249
2 2S 7.147617671804E+01 1.5088053E+00 257
3 2P- 6.919112481927E+01 2.1006627E+00 257
4 2P 6.860433203665E+01 2.1228120E+00 257

1/r r r*r

1 1S 2.6099750E+01 5.8029267E-02 4.5174252E-03
2 2S 6.1959696E+00 2.4211607E-01 6.8573220E-02
3 2P- 6.1231129E+00 2.0641104E-01 5.1445883E-02
4 2P 6.0210226E+00 2.0876794E-01 5.2510505E-02

Lagrange multipliers

1S 2S 5.9478353E-02

orthogonality integrals

1S 2S 5.3244318E-12

7.6 An EAL calculation

The CSF mixing coefficients, drr, are fixed in advance in AL and EAL
calculations, which simplifies the SCF iterative calculation. The first line of the
output text file, Table 7.6, gives generalized occupation numbers: q(A),
and the second line shows the drr. The message MCDF dump written signals
the output of a workspace image to a binary file; this is updated regularly
as the calculation proceeds to facilitate restarts and to minimize the loss of
information if the calculation halts prematurely. A call to SCF solves the orbital
MCDHF equations (7.4.8); the first, low accuracy, sequence cycles through the
orbital list from the most tightly to the least tightly bound, after which the
next orbital to be improved is the one showing the biggest fractional change
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at the last iteration. Subsequent improvement cycles increase the precision
until the orbital changes are below the final threshold.

We can solve the secular equations once the system has converged. Table
7.7 summarizes the predicted energy levels in all the common units: a.u.,
Rydbergs, cm.−1, eV. The table is self-explanatory. One eigenstate, 3, is pure
J = 1e because CSF 4 does not interact with others in the 6-dimensional
basis. Levels 1,2 and 6 are linear combinations of 3 CSF with J = 0e: the
table gives the dominant CSF in each case, i say, and the absolute value of
its coefficient cri. Next follows the predicted excitation energies relative to
the ground state that are perhaps more informative. Before the matrix is
diagonalized, the average energy is subtracted to improve the conditioning of
the matrix and hence the accuracy of the eigenvalues and eigenvectors. Once
the eigenvectors have been calculated the NEWBAS utility expresses them in
the LSJ basis and the level scheme is printed out in this basis.5

7.7 Diagonal and off-diagonal energy parameters

The diagonal energy parameter in the DHF case is given by (6.7.10), and
comparison with (6.6.22) shows that

εAA = e0A, (7.7.1)

which we have identified as the contribution of a single electron to the total
energy of the atom. The inference that εAA can be identified as an estimate of
the energy needed to remove an electron from subshell A without disturbing
the remaining electrons is usually known as Koopmans’ theorem [18]. Koop-
mans’ theorem holds also for MCDHF models although the expression for εAA

is now more complicated and the physical interpretation is quite different.
The general expression for the diagonal parameter can be written down

by multiplying equation (7.3.9) from the left by u†
A and integrating over r:

εAA = I(AA) +
∑

k

{∑
B

[
yk(AB)F k(AB) + xk(AB)Gk(AB)

]
−
∑
BD

yk(ABAD)Rk(ABAD) (7.7.2)

−
∑

BCD

(1− δAC)xk(ABCD)Rk(ABCD)
}
.

In practice, the Slater integrals must be replaced by finite difference quadra-
tures, and (7.7.2) is only valid when used with the converged orbitals. The

5 The Fortran code does not permit sub/superscripts to be printed, so that, for
example, level 1 is labelled 1 S 0 rather than 1S0.
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Table 7.7. Predicted energy levels for Fe XXIII 1s2{2s2 + 2p2}
atomic level properties
-----------------------
conversion of units using atomic weight = 55.80000
1 a.u. = 2.1947247301E+05 cm-1
1 a.u. = 2.7211128392E+01 eV

eigenenergies
-------------

dominant
level J parity CSF mix a.u. Ryd.

1 0 even 1 0.978 -8.1278670E+02 -1.62557340E+03
2 0 even 6 0.930 -8.08413931E+02 -1.61682786E+03
3 1 even 4 1.000 -8.08082170E+02 -1.61616434E+03
4 2 even 3 0.911 -8.07855238E+02 -1.61571048E+03
5 2 even 2 0.911 -8.07226228E+02 -1.61445246E+03
6 0 even 5 0.920 -8.06224175E+02 -1.61244835E+03

eigenenergies relative to the lowest
------------------------------------

dominant
level J parity CSF mix a.u. Ryd.

1 0 even 1 0.978 0.00000000E+00 0.00000000E+00
2 0 even 6 0.930 4.37276677E+00 8.74553355E+00
3 1 even 4 1.000 4.70452803E+00 9.40905606E+00
4 2 even 3 0.911 4.93145991E+00 9.86291982E+00
5 2 even 2 0.911 5.56046999E+00 1.11209400E+01
6 0 even 5 0.920 6.56252241E+00 1.31250448E+01

>>>> MCDF dump written
>>>> routine NEWBAS called
>>>> eigenvectors transformed from jj to LS CSF basis

eigenenergies (absolute for groundstate, relative for others)
-------------

dominant
level state parity CSF mix Ryd.

1 1 S 0 even 1 0.978 -1.625573395393E+03
2 3 P 0 even 5 0.967 8.745533547791E+00
3 3 P 1 even 4 1.000 9.409056057170E+00
4 3 P 2 even 2 0.863 9.862919824754E+00

1 D 2 even 3 -0.505
5 1 D 2 even 3 0.863 1.112093998057E+01

3 P 2 even 2 0.505
6 1 S 0 even 6 0.948 1.312504482304E+01

generalized Rayleigh quotient (5.11.20) used in Algorithms 5.2 and 5.3 pro-
vides a more economical and appropriate estimate within the finite difference
iterative scheme:
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ε
[ν]
AA ≈

v
[ν]†
A

(
T

[ν]
A v

[ν]
A −R

[ν]
A

)
v

[ν]†
A Sv

[ν]
A

. (7.7.3)

The notation emphasizes that we are using the equations for orbital A. Be-
cause the exchange terms in R

[ν]
A are proportional to v

[ν]
A , (7.7.3) does not

require v
[ν]
A to be normalized. A similar argument gives expressions for the

off-diagonal parameters. Multiplying from the left by u†
B and integrating over

r gives the expression

εAB = I(BA)

+
∑

k

{∑
B

[
yk(AB)Rk(BCAC) + xk(AB)Rk(BCCA)

]
−
∑
CD

xk(ACAD)Rk(BCAD) (7.7.4)

−
∑

CDE

(1− δCD)xk(ABDE)Rk(BCDE)
}
.

Interchanging the roles of A and B gives

εBA = I(AB)

+
∑

k

{∑
B

[
yk(BA)Rk(ACBC) + xk(BA)Rk(ACCB)

]
−
∑
CD

xk(BCBD)Rk(ACBD) (7.7.5)

−
∑

CDE

(1− δCD)xk(BADE)Rk(ACDE)
}
.

Equations (7.7.4) and (7.7.5) can be used along with (7.4.3),

qAεAB = qBεBA = λAB −→ λAB =
qAqB

qA − qB

(εAB − εBA).

This is generally simpler than (7.7.4) and (7.7.5) unless qA = qB because the
expression (εAB − εBA) requires a much smaller number of Slater integrals.
We can also obtain estimates in the spirit of (7.7.1) by using

ε
[ν+1]
AB ≈

v
[ν]†
B

(
T

[ν]
A v

[ν]
A −R

[ν]
A

)
v

[ν]†
B Sv

[ν]
B

, ε
[ν+1]
BA ≈

v
[ν]†
A

(
T

[ν]
B v

[ν]
B −R

[ν]
B

)
v

[ν]†
A Sv

[ν]
A

. (7.7.6)

The Dirac operators T
[ν]
A and T

[ν]
B have the same symmetry κA but different

potentials and right hand sides. The relation (7.4.3) can be used in the same
way to simplify the calculation of the off-diagonal parameters.
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7.8 Koopmans’ theorem and Brillouin’s theorem

Koopmans [18] actually proved rather more than the result (7.7.1). He studied
the effect of orthogonal transformations amongst the orbitals on the many-
electron wavefunction and, in particular, the class of wavefunctions which
remain invariant under these transformations. When this happens, further
constraints are needed for the Hartree-Fock equations to have a unique solu-
tion.

Consider a group of equivalent electrons {nκ, n = 1, 2, . . .}. It is sufficient
to study infinitesimal rotations of the form

|nκm〉 → |nκm〉+ η|n′κm〉, |n′κm〉 → |n′κm〉 − η|nκm〉, (7.8.1)

which are normalized to O(η)2. Suppose that Φ is a CSF and consider the
effect of (7.8.1) on the DHF functional

J [Φ] =
〈Φ |H |Φ 〉
〈Φ |Φ 〉 .

The transformation (7.8.1) induces the transformation

|Φ 〉 → |Φ 〉+ η|Φ∗ 〉+O(η2),

where we can take |Φ∗ 〉 to be orthogonal to |Φ 〉. In general,|Φ∗ 〉 will be a
linear combination of several CSF with the same overall symmetry, but it can
happen that some substitutions are not allowed by the Pauli principle. The
change this induces in J [Φ] is therefore

δJ [Φ] = 2η〈Φ |H |Φ∗ 〉 = 0,

if Φ is the DHF wavefunction. The result has been attributed to Bril-
louin [19, 20], although he did not himself express his conclusions so concisely.
He observed that when the system has a ground state Φ that is represented
by a single CSF with orbitals determined by the Hartree-Fock equations, the
Hamiltonian matrix element linking Φ to any “singly-excited” CSF vanishes
identically. This really applies only to configurations with completely closed
shells of states that have just one valence electron outside a closed shell.
Bauche and Klapisch [21] listed LS coupling cases covered by Brillouin’s ar-
gument:

• γ(nl) → γ(n′l).
• γ(nl)4l+2 → γ(nl)4l+1(n′l).
• γ(nl)qLS → γ(nl)q−1(n′l)LS, when γ(nl)qLS has only one parent in
γ(nl)q−1.

and Labarthe [22] added a further case

• γ(nl)qγ(n′l)q′ → (nl)q±1γ(n′l)q′∓1
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for which the matrix elements vanish under certain conditions.
It is easy to give similar results for Dirac spinors in jj-coupling.

• γ(nκ) → γ(n′κ).
• γ(nκ)2j+1 → γ(nκ)2j(n′κ), J = 0.
• γ(nκ)qνJ → γ

[
(nκ)q−1ν′J ′(n′κ)

]
J when (nκ)q−1ν′J ′ is the sole parent

of γ(nκ)qνJ .

Examples of this last case include

• All configurations (nκ)q with q = 1, 2 or 2j + 1.
• (5/2)4, ν = 0, J = 0.
• (7/2)4,6, ν = 0, J = 0.
• (9/2)4, ν = 0, 4, J = 0.

There is also a Dirac analogue of Labarthe’s case.
The (D)HF method gives very good results for the ground state energy

when Brillouin’s theorem holds. When building a wavefunction that takes ac-
count of correlation effects, we can then omit singly substituted CSF from the
trial wavefunction; the most important CSF needed to improve the wavefunc-
tion are then those with two or more excitations from the reference state. For
example, consider a reference CSF of the form (nκ)(n′κ), J . The total angu-
lar momentum can have the values J = 0, 1, 2, . . . , 2j. An orbital rotation will
transform the ground state into some linear combination

(nκ)(n′κ), J → c0 (nκ)(n′κ), J + c1(nκ)2, J + c2(n′κ)2, J.

Suppose first that J is an odd integer. Then the Pauli exclusion principle elim-
inates both (nκ)2 states from the sum, so that the reference CSF, (nκ)(n′κ), J
can mix only with similar CSF (nκ)(n′′κ), J such that n′′ �= n, n′. When J is
even there is no way of excluding (nκ)2 staes from the sum, and in general
the matrix elements with the reference CSF do not vanish.

7.8.1 Froese Fischer’s analysis

The fact that the multi-configurational description of an atomic state may
not be unique, in the sense that a representation in terms of a set of CSF may
not be closed under orbital rotations is clearly important for both CI and
MC(D)HF studies. The complex situations that can arise have been carefully
analysed by Fischer [23, 24], and her papers are essential reading for anyone
needing to understand the subject.

Let A,A′ be a pair of (radial 2-component) orbitals with the same sym-
metry κA and consider a rotation(

A
A′

)
→ 1√

1 + η2
.

(
1 η

−η 1

) (
A
A′

)
(7.8.2)



7.8 Koopmans’ and Brillouin’s theorems 413

The induced changes in the atomic Hamiltonian H, the eigenvalue E and the
mixing coefficient vector c of (7.4.6) can be expanded as a regular perturbation
series, for example

E → E(η) = E + ηE1 + η2E2 + . . . (7.8.3)

There are two possibilities: either the energy functional from which the secular
equations are derived is invariant, in which case E1 = E2 = . . . = 0; more
usually, this is not the case. Then, we want E to be stationary with respect
to small variations in η; setting dE/dη = 0 gives

0 = E1 + 2ηE2 + . . .

so that, to lowest order, we should choose

η = −E1/2E2. (7.8.4)

We therefore need both the first and second variation of the energy in order
to determine the appropriate value of η

Let H(η) and c(η) be the perturbed Hamiltonian so that the perturbed
secular equation is

(H + ηH1 + η2H2 + . . .)(c + ηc1 + η2c2 + . . .)
= (E + ηE1 + η2E2 + . . .)(c + ηc1 + η2c2 + . . .).

Equating coefficients of successive powers of η gives

(H− E)c = 0,
(H− E) c1 = (E1 −H1) c =: b (7.8.5)
(H− E) c2 = (E1 −H1) c1 + (E2 −H2) c

Denote the inner product of two vectors by

(u,v) = u†v.

Because H is a symmetric matrix and c is an eigenvalue of H belonging to
the eigenvalue E,

(c,b) = (c, (H− E) c1) = ((H− E) c, c1) = (0, c1) = 0.

The fact that (c,b) = 0 gives the usual first order result

E1 = (c,H1 c). (7.8.6)

The normalization condition (c, c) = 1 is satisfied to first order if

(c, c1) = 0, (7.8.7)
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so that c and c1 are orthogonal. The same sort of reasoning applied to the
second order terms gives

E2 = (c,H2 c)− (c1,b). (7.8.8)

To complete the analysis, we need to construct the perturbation matrices
H1 and H2. Equations (7.3.1) and (7.3.5) express the Dirac-Coulomb matrix
elements in the CSF basis in terms of radial integrals I(AA′) over the Dirac
central field operator (including the nuclear potential) involving orbitals of
the same symmetry κA, and Slater integrals of the generic form Rk(ABCD)
over the Coulomb interaction. We need consider only pairwise rotations of the
form (7.8.2); expanding in powers of the parameter η, we see that

A→ A+ ηA′ − 1
2
η2A+O(η3), A′ → A′ − ηA− 1

2
η2A′ +O(η3). (7.8.9)

As an example, consider the case A = 1s, A′ = 2s; it is easiest to write radial
integrals Rk(ABCD) in overlap charge notation as (AC‖BD)k. The tensor
order is irrelevant for present purposes, so to see what happens to F 0(A,A)
we just look at T ≡ (AA‖AA) so that

(AA‖AA)

→ (A+ ηA′ − 1
2
η2A, A+ ηA′ − 1

2
η2A ‖

A+ ηA′ − 1
2
η2A, A+ ηA′ − 1

2
η2A )

Because a Slater integral is linear in each of its arguments, it is easy to pick
out the coefficients of powers of of η. The first order coefficient is

T1 = 4 (AA‖AA′)0 ≡ 4R0(1s, 1s, 1s, 2s).

The second order coefficient T2 is a little more complicated since it involves
paired contributions of order η as well as terms of order η2:

T2 = 2 (AA‖A′A′)0 + 4 (AA′‖AA′)0 − 2 (AA‖AA)0

≡ 2F 0(1s, 2s) + 4G0(1s, 2s)− 2F 0(1s, 1s),

in agreement with [24, p. 287].
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Table 7.8. Approach to self-consistency, Fe XXIII

----------------------------------------------------

>>>> routine SCF called

eigenvalue Z mix XCA RMAX DMAX NPOINT

1 1S 3.1261284E+02 26 0 1.0 2.44E-02 -4.75E-02 243
2 2S 7.1400118E+01 26 0 1.0 1.34E-01 1.47E-01 251
3 2P- 6.9074972E+01 26 0 1.0 8.96E-02 -1.76E-01 251
4 2P 6.8549204E+01 26 0 1.0 9.90E-02 -1.80E-01 251
4 2P 6.8606385E+01 26 0 1.0 4.44E-01 -7.69E-04 252
3 2P- 6.9192333E+01 26 0 1.0 4.01E-01 -1.53E-03 252
2 2S 7.1477879E+01 26 0 1.0 1.63E-01 -1.28E-03 252
1 1S 3.1349638E+02 26 0 1.0 2.57E-02 2.09E-03 245
1 1S 3.1349027E+02 26 0 1.0 2.21E-02 -3.11E-05 245
3 2P- 6.9191056E+01 26 0 1.0 7.71E-02 -4.63E-05 252
2 2S 7.1476119E+01 26 0 1.0 1.21E-01 5.85E-05 252
4 2P 6.8604316E+01 26 0 1.0 8.96E-02 -6.98E-05 252
4 2P 6.8604335E+01 26 0 1.0 4.44E-01 -2.48E-07 252
2 2S 7.1476152E+01 26 0 1.0 1.40E-01 -7.79E-07 252
3 2P- 6.9191097E+01 26 0 1.0 3.82E-01 -6.36E-07 252
1 1S 3.1349059E+02 26 0 1.0 2.44E-02 8.86E-07 245

-----------------------------------------------------

>>>> MCDF dump written

-----------------------------------------------------

>>>> routine SCF called
’’
’’
’’

>>>> routine SCF called

eigenvalue Z mix XCA RMAX DMAX NPOINT

1 1S 3.1349058E+02 26 0 1.0 2.10E-01 3.45E-11 245
2 2S 7.1476177E+01 26 0 1.0 4.02E-02 7.98E-10 252
3 2P- 6.9191125E+01 26 0 1.0 3.63E-01 -2.17E-10 252
4 2P 6.8604332E+01 26 0 1.0 5.70E-01 6.18E-11 252

It is clear that the calculation of the perturbation matrices H1 and H2 is a
time-consuming business to be avoided except where it is absolutely essential.
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The classic example is the HF calculation of He 1s2s 1S, where it is essential
to rotate the basis at each iteration to ensure convergence [8, §3.5]. In that
case, Fischer6 suggests that it is better to use an MCHF approach with a
minimal 1S CSF basis of {1s2, 1s2s} for which 1s2s 1S is the lowest excited
state. MC(D)HF calculations with a large number of CSF are less likely to
suffer from degeneracy with respect to orbital rotations, and rotations are
relatively unimportant, except possibly for an initial HF calculation to obtain
occupied core orbitals. Off-diagonal parameters will still be required, but only
for pairs of subshells of the same symmetry of which one or both are partially
filled.

7.9 Control of MCSCF iterations

Table 7.8 illustrates the approach to self-consistency leading to the energy
levels of Table 7.7. The first SCF cycle starts by taking all the orbitals in order,
starting with the most tightly bound. It then chooses the orbital showing the
most change (measured by DMAX = maxi{|δP (ri)| + |δQ(ri)|}) as the next
to be improved. RMAX is the corresponding value of ri. The table shows the
first cycle of improvements during which DMAX is reduced to below 10−6 in
all orbitals. Further cycles at higher accuracy 10−8 and 10−10 follow; higher
order difference terms of order O(h6) are included at the final stage. NPOINT,
which gives the number of radial points for each orbital, grows slightly as the
calculation progresses.

This simple example shows rapid convergence to a self-consistent solution,
but things are not always as straightforward, and the code has a number of
devices to overcome convergence difficulties. The most difficult is frequently
the initial construction of a normalized orbital. It is quite possible for the
iterative scheme to produce a new trial solution with leading coefficient A < 0,
which is unacceptable. The programme then halts. An orbital may have the
wrong number of zeros: if too few, the diagonal parameter is too large, its
magnitude must be reduced. The join point of the solutions of the OUT and
IN modules can run off the end of the radial grid; in this case the calculation
must be restarted with an extended radial grid.

The stability of positive ions can often be put to good use; an initial calcu-
lation for an ionic closed shell core is usually easy to converge and provides a
stable platform on which to build the more sensitive outer orbitals. Increasing
the nuclear charge Z to stabilize the calculation is sometimes an alternative;
once an acceptable solution has been obtained, a slow reduction of Z to its
physical value can overcome the difficulty. It may also be desirable to damp
the change from one iteration to the next by taking as the next trial solution

u[ν] → αu[ν] + (1− α)u[ν−1], (7.9.1)

6 I am indebted to Charlotte Fischer for her advice on this topic.
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where α is printed as mix in the table. The changes in the eigenvalue and A
may also be damped in this way. Similarly, the parameter XCA has been used
to reduce the size of the exchange terms in the hope that this will improve
the rate of convergence.

The pseudo-code of Algorithm 7.1 outlines a procedure more in the spirit of
the MCHF code [8]. This is based on the derivation of the integro-differential
equations in §6.7 that does not require a priori orbital normalization. The
potentials must, of course, be calculated with normalized orbitals, and trial
orbitals of the same symmetry should be orthogonalized before calculating
estimates of the diagonal parameters εAA and the off-diagonal parameters
εAA′ .

Algorithm 7.1

1. Initialization:
• Input basic physical parameters
• Input or construct initial orbitals (Table 7.1)
• Input CSF data and construct angular coefficients
• Orthogonalize orbitals with same κ.
• Estimate diagonal parameters εAA using Rayleigh quotient
• Estimate off-diagonal parameters εAA′ which are not to be set to zero.

2. SCF cycle:
a) If first cycle

then take orbitals in natural order starting with the most tightly bound
else choose orbital showing largest DMAX.
Next orbital is A.

b) Solve orbital equations for A using Algorithm 5.1.
c) Either proceed as in Algorithm 5.2 by adding a multiple of solution

of homogeneous equations as in (5.11.17) to obtain a solution with
∆QA = 0 at the join point and normalize;
or, if the right hand side is small, proceed as in Algorithm 5.3 by
adding a multiple of the perturbed Dirac equation to give a solution
normalized to first order.

d) If number of nodes is wrong
then adjust εAA to correct this; return to 2(b) with normalized esti-
mate u[ν] as in (7.9.1).

e) If |∆Q(P )
A | is above threshold

then return to 2(b) else exit.
3. Find orbital B with largest DMAX.

If |DMAX| is above threshold
then set A = B and return to 2(b)
else exit from cycle.

4. Further cycles at higher precision if wanted.
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7.10 Corrections to the Coulomb interaction: Breit and
other approximations

The BENA command activates the calculation of relativistic corrections to the
Coulomb interaction given in §6.4.2 as a first order perturbation (MCDHF+B)
of a preceding MCDHF or CI calculation. Experiments using the matrix SCF
method that treat the Breit interaction self-consistently (MCDHFB) have
shown that the energies predicted by the two approaches generally agree well.
The perturbation calculation modifies the eigenvectors ci and the correspond-
ing eigenvalues Ei, but the orbitals are unaffected. The self-consistent MCD-
HFB calculation gives slightly different orbitals, having potentially important
consequences for electron correlation calculations.

The BENA package was designed to implement the full transverse photon
interaction of §6.4.5 in Coulomb gauge, but can also be used to calculate the
Breit interaction. The angular coefficient packages list all angular momentum
coefficients in one file: Table 7.9 summarizes this data for our test problem.
There is just one core subshell, 1s2, J = 0; the remaining subshells listed in
Tables 7.3 and 7.4 are said to form the peel. Table 7.10 gives an extract from
the list of angular coefficients. The label ITYPE indicates the class to which
the integral belongs: ITYPE = 1, 2, . . . , 6 correspond to the classification of
transverse photon radial integrals in §6.7.1. ITYPE=7 are one-electron inte-
grals I(A,B); ITYPE= 8 are direct Coulomb interaction integrals and ITYPE=
9 are exchange integrals. Entries which involve only the core subshells are indi-
cated by setting ITYPE negative. Core/core and core/peel interactions for the
Coulomb interaction are automatically calculated by the MCDF module from
the closed shell formulae of §6.6. The core/core coefficients that are common
to all diagonal matrix elements are listed only for the first matrix element
HRS , where (R,S) = (1, 1). The table is otherwise self-explanatory, save for
the column labelled ISTORE, which codes for the labels A,B,C,D,K, where
K denotes the tensor rank of the term. ISTORE is set negative for core/core
and core/peel subshell entries.

The number of coefficients output by MCBP for this simple example is
more than twice the number of the more important Coulomb coefficients,
and the integrals are more complex to construct because of the presence of
spherical Bessel functions. This makes the calculations relatively expensive,
although the integrals need be evaluated only once in a first order perturbation
calculation. Table 7.11 is a partial extract of the output from the BENA module
for the Breit energy corrections in atomic units. This shows the ground state
energy level and level excitation energies obtained from the MCDHF calcu-
lation along with the Breit energy corrections; the QED corrections, to be
discussed below, and the level energies taking account of both transverse and
QED corrections are not included in this table. The BENA command in Table
7.2 is followed by a blank line; this means that the wavelengths of the mediat-
ing photons responsible for the electron-electron interaction have been taken
at their physical values. The long-wave limit, the Breit interaction, can be
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Table 7.9. Summary of angular coefficient data for Fe XXIII model

ITYPE

17 one-electron ( 1 in core) 7
( 17 in core/core or core/peel) -7

33 direct Coulomb ( 1 in core) 8
( 19 in core/core or core/peel) -8

23 exchange Coulomb ( 0 in core) 9
( 16 in core/core or core/peel) -9

73 total Coulomb ( 2 in core)
( 52 in core/core or core/peel)

19 Breit type 1 ( 0 in core) 1
17 Breit type 2 ( 0 in core) 2
2 Breit type 3 ( 0 in core) 3
13 Breit type 4 ( 1 in core) ±4
83 Breit type 5 ( 0 in core) 5
34 Breit type 6 ( 0 in core) 6

168 total Breit ( 1 in core)

obtained by replacing the blank with a number WFACT, so that ω → ω∗WFACT;
the value WFACT =10−3 usually makes ω small enough. The effect is negligible
in the present example.

The absolute contribution of the transverse photon interaction to the
ground state of Be-like ions [25] is quite small for Fe XXIII, although it
increases roughly like Z4 for most of the Periodic Table, destabilizing the
ground state by about 0.4 % of the MCDHF energy around Z = 100. Small
though it is, the effect on the fine structure of atomic term values is much
more significant, although the size of the shift is rarely sufficient to upset the
level ordering predicted by the MCDHF calculation.

7.11 QED corrections

So far, we have considered only the NVP approximation in which negative
energy states, although present in the model, are passive. This is not to say
that processes to which they contribute actively can be ignored, and the BENA
module allows some of them to be estimated. The self-energy of an electron
in the quantized electromagnetic field is described in lowest order by the
Feynman diagram of Figure 4.6(g) and the lowest order radiative correction
to the nuclear Coulomb field due to polarization of the vacuum by the nuclear
charge distribution is described by Figure 4.6(h). Like the electron-electron
interaction, both diagrams are formally second order in QED perturbation
theory, and the corresponding energy shifts are a similar order of magnitude
to those of the relativistic corrections to the electron-electron interaction.
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Table 7.10. Extract from angular coefficient file for Fe XXIII model

R S A B C D K ISTORE ITYPE

1 1 1S 1S 1S 1S 1 2.666666667E+00 781 -4
1 1 1S 1S 1S 1S 0 1.000000000E+00 -156 -8
1 1 2S 1S 2S 1S 1 1.333333333E+00 911 5
1 1 1S 2S 2S 1S 1 2.666666667E+00 811 5
1 1 1S 2S 1S 2S 1 1.333333333E+00 807 5
1 1 1S 2S 1S 2S 0 4.000000000E+00 -182 8
1 1 1S 2S 2S 1S 0 -2.000000000E+00 -186 9
1 1 2S 2S 2S 2S 1 2.666666667E+00 937 4
1 1 2S 2S 2S 2S 0 1.000000000E+00 -312 8
1 1 ** ** 1S 1S 2.000000000E+00 -6 -7
1 1 ** ** 2S 2S 2.000000000E+00 -12 7

1 9 2S 2S 2P 2P 1 -4.714045208E-01 949 8
1 9 2P 2S 2P 2S 0 -1.257078722E+00 572 1
1 9 2P 2S 2P 2S 1 1.047565602E-01 1197 2
1 9 2P 2S 2P 2S 1 1.047565602E-01 1197 2
1 9 2P 2S 2S 2P 1 -3.142696805E-01 1189 2
1 9 2P 2S 2S 2P 1 -3.142696805E-01 1189 2
1 9 2S 2P 2S 2P 2 -5.656854249E-01 1614 1
1 9 2P 2S 2P 2S 2 -4.399775527E-01 1822 1
1 9 2S 2P 2P 2S 2 -3.771236166E-01 1622 1
1 9 2P 2S 2S 2P 2 -3.771236166E-01 1814 1

The self-energy correction, Figure 4.6(g), is modelled in GRASP by the
expression

HSE
rr =

nW∑
A=1

qr(A)ESE
A (7.11.1)

where ESE
A is the one-electron self-energy of an electron in subshell A. This

would be expensive to evaluate from first principles in a many-electron atom.
However, tables of the self-energy for a number of low-lying levels of hydro-
genic systems as a function of atomic number, Z, are available, for example
[6, Table 28.3], [26], and an effective, though nonrigorous, way of estimating
the correction is to write

ESE
A =

(
Zeff

A

)4

πc3n3
A

⎧⎪⎪⎨⎪⎪⎩
FnAκA

(Zeff
A /c) for 1s, 2s, 2p̄, 2p orbitals,

F2κA
(Zeff

A /c) for n > 2

0 otherwise.

(7.11.2)

where Fnκ(y) is a smooth function of y and Zeff
A is an effective point charge.

This approximation was first introduced in order to approximate ener-
gies of X-ray levels in heavy atoms, but has since been used also for valence
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orbitals. The innermost electrons were thought to be nearly hydrogenic, so
that Zeff

A would probably be insensitive to the method of estimation. GRASP
equates the mean radius of the MCDHF orbital to that of a hydrogenic (nAκA)
orbital with nuclear charge Zeff

A . Welton [27] supposes that the self-energy is
due to perturbation of the classical trajectory by fluctuations in the electro-
magnetic field of the vacuum. The fluctuations cause the electron to probe the
potential at a displaced point Vnuc(r + δr) rather than Vnuc(r). This gives a
perturbing potential

δVnuc = 〈Vnuc(r + δr)− Vnuc(r)〉vacuum

≈
〈∇Vnuc(r).δr +∆Vnuc(r)(δr)2 + . . .

〉
vacuum

≈
〈
∆Vnuc(r)(δr)2

〉
vacuum

where the first term vanishes because the vacuum fields average to zero. The
nonvanishing second order term must be renormalized, and gives the hydro-
genic formula of (7.11.2). Welton therefore argues that, at least for s-orbitals,
the ansatz

ESE
A =

〈A|Vnuc|A〉DHF

〈A|Vnuc|A〉hydrogenic
· ESE

A hydrogenic (7.11.3)

should be more reliable than (7.11.2), a view that has received some support
in a number of recent investigations [9, 28].

The vacuum polarization correction Figure 4.6(h) can be treated similarly
(see [6, Chapter 28]). GRASP evaluates an expression of the form

HV P
rr =

nW∑
A=1

qr(A)
∫ ∞

0
V V P (r)DAA(r) dr (7.11.4)

where V V P (r), [29], includes vacuum polarization potentials of both second-
and fourth-order in QED perturbation theory. BENA calculates these cor-
rections along with the relativistic corrections to the electron-electron inter-
action. The MCDHF matrix has already been diagonalized to give an ASF
basis, and the first stage is to express the perturbation Hamiltonian in this
basis. After subtracting the average level energy, the perturbed Hamiltonian is
rediagonalized and the perturbed energy levels can be re-ordered if necessary.
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Table 7.11. Transverse interaction energy for Fe XXIII 1s2{2s2 + 2p2}

>>>> routine READA called : read angular coefficients

>>>> routine COUMAT called

>>>> routine COUMT2 called : diagonalise the Coulomb matrix

average energy (a.u.) -8.0843140651E+02

diagonalisation using the DSYEV routine

>>>> BENA dump has been written with the current data

>>>> routine BREMAT called

94 MCBP (Breit) angular coefficients read
1 core (Breit) angular coefficients read

50 radial integrals evaluated
50 radial integrals stored

>>>> routine BREMT2 called : diagonalise the Breit matrix

average energy (a.u.) -8.0814868669E+02

diagonalisation using the DSYEV routine

The ground state energy is absolute. Excited level energies are
relative to the ground state. Only CSF mixing coefficients whose
magnitude is larger than .1 are shown.

WFACT (factor used to multiply frequency) = 1.000E+00

Summary of contributions to energy levels in a.u.

level CSF zero-order Breit
1 0 1 0.98 -8.128887E+02 2.70E-01

5 0.15
6 0.14

2 0 6 0.93 4.372767E+00 3.52E-02
5 -0.36

3 1 4 1.00 4.704528E+00 2.15E-02
4 2 3 0.91 4.931460E+00 6.46E-03

2 0.41
5 2 2 0.91 5.560470E+00 -1.06E-03

3 -0.41
6 0 5 0.92 6.562522E+00 1.68E-02

1 -0.19
6 0.34
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Table 7.12. Transverse and QED corrections for Fe XXIII

The ground state energy is absolute. Excited level energies are
relative to the ground state. Only CSF mixing coefficients whose
magnitude is larger than .1 are shown.

Summary of contributions to energy levels in a.u.

level CSF Breit QED total energy
1 0 1 0.98 2.70E-01 3.01E-01 -8.122161E+02

5 0.15
6 0.14

2 0 6 0.93 3.52E-02 -3.11E-02 4.376820E+00
5 -0.36

3 1 4 1.00 2.15-02 -3.04E-02 4.695636E+00
4 2 3 0.91 6.46-03 -3.02E-02 4.907689E+00

2 0.41
5 2 2 0.91 -1.06-03 -2.95E-02 5.529946E+00

3 -0.41
6 0 5 0.92 1.68E-02 -2.84E-02 6.550916E+00

1 -0.19
6 0.34

7.12 Towards higher quality atomic models

Although we have the main ingredients for high-quality atomic calculations,
the examples so far have used the MCDHF-EAL approach with a minimal
CSF set. A single model potential generates a common set of orbital spinors
from which all CSFs and atomic states (ASF) are built. This scheme can be
used very effectively in highly ionized atoms such as Be-like iron, Fe XXIII,
but it is not always appropriate. Column (b) of Table 7.13 gives the level
spectra from an MCDHF-EAL calculation on Fe XXIII using ten jj-coupled
CSF belonging to 1s2(2s2 + 2s2p + 2p2). A comparison with the even parity
levels in Table 7.6 shows that adding the four odd parity CSFs belonging to
1s22s2p to the energy functional has made only a tiny difference to the orbital
properties. The ground state energy is slightly raised in the sixth decimal place
relative to Table 7.7, and there are similar small adjustments to the excited
level energies. The MCDHF model potential is little changed because the
electron-electron interaction has no matrix elements connecting even and odd
parity levels. Level energies including the the Breit and QED perturbations,
appear in column (c). Agreement with the recommended energies, column (a),
taken from the NIST Atomic Spectra Database [33] is slightly improved.
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Table 7.13. Levels of Fe XXIII 1s2{2s2 + 1s2p+ 2p2} with Breit and QED effects

Config. Level(Ryd) Leading percentages
(a) (b) (c)

1s22s2 1S0 0. 0. 0. 96 4 1s22p2

1s22s2p 3P o
0 3.1728 3.1719 3.1841 100

3P o
1 3.4548 3.4732 3.4679 81 19 1s22s2p

3P o
2 4.2991 4.3444 4.3079 100

1P 0
1 6.8603 7.0094 6.9866 81 19 1s22s2p

1s22p2 3P0 8.712 8.3450 8.7538 86 13 1s22p2
3P1 9.3605 9.4083 9.3912 100
3P2 9.7660 9.8625 9.8155 74 26 1s22p2
1D2 10.973 11.121 11.061 74 26 1s22p2
1S0 12.96 13.13 13.10 96 4 1s22s2

(a) NIST online Atomic Spectra Database [33].
(b) MCDHF. Ground state energy: -1.62557282E+03.
(c) MCDHF with Breit and QED.

Ground state energy: -1.62443139E+03.
Leading CSF percentage weights from GRASP0.

7.12.1 CSF sets for electron correlation: active space methods

The quality of the predictions in similar calculations for less highly ionized
members of the isoelectronic sequence declines as Z decreases. A minimal CSF
wavefunction is not good enough for such problems, which are similar to those
encountered in nonrelativistic Hartree-Fock calculations [34], [8, Chapter 4].
The Hartree-Fock wave-function is an anti-symmetrized product of indepen-
dent one-electron orbitals generated by some atomic mean-field electrostatic
potential. Electron correlation, expressing the notion that interactions between
the electrons destroy orbital independence, is essential to improve the quality
of nonrelativistic Hartree-Fock calculations, along with relaxation, relativistic
effects, and corrections due to the nuclear size and mass. For an MCDHF trial
function

Ψ(ΓJπ) =
∑

i

ci ψ(γiJ
π),

for which the CSF ψ(γ0Jπ) is a first approximation to Ψ(ΓJπ), then first
order perturbation theory for an interaction V gives the expansion coefficient

ci =
〈ψ(γiJ

π) |V |ψ(γ0Jπ)〉
E0 − Ei

(7.12.1)

for i �= 0, suggesting that CSFs whose energy Ei is close to E0 and that
have non-negligible interaction matrix elements with the reference CSF,
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〈ψ(γiJ
π) |V |ψ(γ0Jπ)〉, are likely to be important. We need a convenient way

to characterize the CSFs to be included in this expansion. One approach is to
divide the orbital set O into two groups O = O1 ∪ O2, where O1 is the set of
inactive electrons and O2 is the set of active electrons. The inactive subshells
are always filled, whereas the active subshells may have any distribution of the
n2 = N − n1 active electrons. The complete active space (CAS) then consists
of all CSFs with n1 inactive electrons and all possible CSFs allowed by the
Pauli principle and angular coupling schemes. The number of CSFs can easily
get out of control when n2 is large, and it is clear that a slightly more flexible
strategy is desirable.

Most commonly used CI expansions can be classed as restricted active set
(RAS) schemes [35]. Here we subdivide the active set O2 into three parts:
O2 = O21 ∪ O22 ∪ O23, distributed so that n2 = n21 + n22 + n23. The set
O21 consists of subshells with a minimum variable occupation n̄1 : n21 ≥
n̄1. The set O22 consists of subshells O22 in which the distribution of the
n22 electrons among the subshells is unconstrained. The set O23 consists of
subshells in which no more than n̄3 electrons are permitted in any one subshell.
For correlation of ground and low-lying excited atomic states, the inactive set
O1 normally comprises all deep core positive energy states and all negative
energy states for which the energy denominators in (7.12.1) are so large they
are unlikely to contribute significantly to the correlation. The subset O21
usually contains valence or deep core orbitals that are to be correlated or
polarized. The restriction n21 ≥ n̄1 then limits the number of electrons that
can be excited from this group of subshells. We might identify O22 as the
subshells that are expected to contribute most to the correlation and O23 as
less important.

This partitioning has three main advantages:

(i) It encompasses very general types of CI expansion and of systematic study
of the error incurred by truncation of the expansion.

(ii) RAS expansions have the important property of closure under deexcita-
tion: the CSFs generated by removing an electron from subshell nκ and
placing it in n′κ with n′ < n must be in the original CSF set.

(iii)The RAS expansions support orbital transformations that allow the use
of biorthonormal orbitals: see §8.4.

The original version of GRASP [1] was not designed with this sort of
calculation in mind. GRASP92 [2] kept much of the structure of the earlier
versions of the code but introduced a user interface with interactive input
along the lines of the MCHF package [8], capable of handling the large number
of files generated in modern calculations. Early versions of GRASP made
no attempt to partition the Hamiltonian matrix into independent Jπ blocks
(although users could do so manually); computer memories were too small for
partitioning to be a major issue. Modern OL and EOL calculations require
the extraction of only a small number of eigenvalues and eigenvectors of a
very large partitioned Hamiltonian matrix. This can be done very efficiently



426 7 Computation of atomic structures

using the popular Davidson/Liu algorithm [42, 43, 44, 45] which has been
implemented by Stathopoulos and Froese Fischer [46] in GRASP92. Other
improvements to take advantage of modern multi-processing environments
are envisaged.

7.12.2 Example: intercombination transitions in Be-like ions

Ynnerman and Froese Fischer [36] used the RAS approach to study correlation
effects on the spin-forbidden transitions 2s2 1S – 2s2p 3P in ions belonging

to the Be-like isoelectronic sequence. The 1909
o

A intercombination line in C
III has provided an accurate diagnostic probe for stellar atmospheres and has
been identified in the spectra of a wide variety of astronomical objects. Iron
is present as an impurity in laboratory plasmas, and the corresponding Be-
like resonance and intercombination lines in Fe XXIII have also been used for
plasma diganostic purposes. The spin-forbidden transition provides a chal-
lenge to ab initio methods as the transition energies and transition rates are
sensitive both to relativistic effects and to the way in which correlation has
been taken into account.

The lowest levels of the Be-like ions associated with the 1s22s2, 1s22s2p
and 1s22p2 configurations can be found in the NIST on-line Atomic Spectra
Database [33]. Relative to the 2s2 1S0 ground state, the centroid of the even
parity 2p2 3P LS term of C III is at 137,478 cm−1, 2p2 1D at 145,876 cm−1,
and 2p2 1S at 182,520 cm−1. The odd-parity terms are 2s2p 3P o with cen-
troid 52,420 cm−1 and 2s2p 1P o at 102,352 cm−1. The multiplet splittings
in 2s2p 3P o are 23.69 and 56.36 cm−1 whilst those of the 2p2 3P e are 28.70
and 47.61 cm−1. In nonrelativistic LS coupling, the terms are independent
but L and S are no longer good quantum numbers in the presence of rela-
tivistic effects which mix singlet and triplet states with the same value of J .
The Breit-Pauli theory is expected to work well in the spectra of low-Z ions
like C++ as long as this mixing is small. The strength of the electric dipole
(E1) intercombination line transition 1S0–3P1 depends strongly on the mixing
of the 3P o

1 and 1P o
1 states and also on the mixing of 2p2 3P0 with the ground

state 1s2 1S0 [37, 38]. A technical problem is that when the two states are
determined in different OL calculations, the 2p orbital for 1P o

1 is much more
diffuse than that for 3P o

1 , so that correlation orbitals introduced to improve
the description of the triplet term are too compact to help improve 1P o

1 . An
additional orbital of each symmetry is needed to capture the required diffuse
character.

Similar tricks are needed to get the best results from MCDHF calcula-
tions. The simplest representation of the 1,3P o terms requires the four CSFs,
2s2p1/2 J = 0, 1 and 2s2p3/2 J = 1, 2. The CSFs with J = 0, 2 represent the
two states 3P o

0 and 3P o
2 whose energies differ experimentally by 80.05 cm−1.

In this minimal CSF basis the splitting is entirely due to the difference in
the radial wavefunctions for 2p1/2 and 2p3/2 orbitals; it vanishes in the non-
relativistic limit. On the other hand the two CSFs with J = 1 are strongly
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coupled and the secular equation gives two ASFs, one representing the lower
3P o

1 state, the other the higher 1P o
1 state. The lower state has to fall in the

right place between the 3P o
0 and 3P o

2 levels, whose energy difference is three
orders of magnitude smaller than the 3P o

1 – 1P o
1 splitting. Clearly, balancing

the correlation contributions so that all the levels fall in the right place is
likely to be a delicate matter.

The RAS solution adopted in [36] was to perform a sequence of EOL
calculations adding correlation orbitals in successive layers characterized by
the principal quantum number n:

• n = 2, 3: An EOL calculation on the 2s2p 3P o
0,1,2 levels, optimizing the

1s, 2s, 2p1/2, 2p3/2, 3s, 3p1/2, 3p3/2, 3d3/2 and 3d5/2 orbitals;
• n = 4: An OL calculation on the 1P o

1 level, freezing all orbitals with n ≤ 3
and optimizing with respect to 4s, 4p1/2, . . . 4f7/2 orbitals;

• n = 5: An OL calculation on the 2s2 1S0 ground state, freezing all orbitals
with n ≤ 4 and optimizing with respect to 5s, 5p1/2, . . . 5f9/2 orbitals;

• n = 6, 7, . . .: continue the cycle until the system converges.

Two types of AS expansion were used:

• AS1: Substitutions using CSFs of the form 1s2 nκn′κ′ (outer correlation);
• AS2: The substitutions of AS1 together with CSFs in which one 1s orbital

also has been excited to take some account of core polarization.

Angular momentum substitutions were limited to s, p, d, and f symmetries.
The initial EOL calculation aims to get a good approximation to the 3P o

multiplet structure and later stages of the calculation must avoid disturbing
this. AS2 calculations aim to treat outer correlation and core polarization on
the same footing so as to balance the correlation effect on both initial and
final states of a transition.

The transition energies obtained by Ynnerman and Froese Fischer [36] for
C III are given in Table 7.14. The transverse photon (Breit) interaction, which
was incorporated at each stage as a perturbation as described previously, al-
most halves the fine structure splittings in C III [36, Table II]. The limiting
values of the transition energies taking account of outer correlation only in
C III are within 1.5% of the experimental values for both the resonance line
and the intercombination line. The core polarization contribution improves
this to 0.3% for the resonance line and 0.01 % for the intercombination line.
Triple and quadruple excitations make the agreement with experimental tran-
sition energies slightly worse. The resonance line oscillator strengths of Table
7.15 are dominated essentially by nonrelativistic effects and are insensitive to
the Breit interaction. The Coulomb (velocity) and Babushkin (length) gauge
values show signs of coming together as n increases. The calculated intercom-
bination line strengths for the two gauges do not agree well, probably because
of large cancellations in the terms that contribute to the matrix elements, and
convergence with n is likewise rather irregular.
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Table 7.14. Transition energies (cm−1) in C III. From [36, Table III] with per-
mission. Copyright 1995 by the American Physical Society.

n 1S0 – 3P o
1

3P o
0 – 3P o

1
3P o

1 – 3P o
2

1S0 – 1P o
1

3P o
1 – 1P o

1

Outer
correl.

2 53452.62 22.20 54.21 115285.5 61832.9
3 53443.83 22.44 54.34 114219.5 60775.7
4 52683.27 22.65 54.26 103818.0 51134.7
5 52723.98 22.68 54.26 103693.3 50969.3
6 52729.80 22.70 54.26 103657.8 50928.0
7 52732.91 22.70 54.26 103688.3 50955.4
8 52717.66 22.70 54.27 103633.1 50915.4

Core
polarn.

2 53507.85 22.17 54.15 115215.0 61707.2
3 52630.20 22.70 56.24 111727.5 59097.3
4 52120.35 21.46 56.87 102948.4 50828.1
5 52291.09 21.00 57.29 102926.1 50635.0
6 52349.00 21.20 57.83 102870.8 50521.8
7 52382.41 21.03 57.64 102724.3 50341.9
8 52370.09 21.07 57.62 102765.0 50394.9
9 52398.97 21.02 57.67 102732.2 50333.2

Selected
T,Q.

6 52327.96 21.654 57.216 102867.0 50539.0
7 52360.61 21.483 57.036 102723.1 50362.5
8 52372.19 21.490 57.067 102725.6 50353.4

Experiment: NIST Atomic Spectra Database [33].

52390.75 23.69 56.36 102352.0 49961.3

Ynnerman and Froese Fischer [36] have performed similar calculations
for several members of the isoelectronic sequence: C III, N IV, O V, Si XI,
Fe XXIII, and Mo XXXIX. The CI expansions converge more rapidly at the
high-Z end of the sequence. Results were compared with other calculations
where available and with the very limited experimental data on transition
rates for the resonance line and the intercombination line.

7.13 X-ray transition energies

Whilst the relativistic corrections to MCDHF predictions in the C III example
are small, they cannot be ignored for processes involving inner shells and for
heavy atoms. Table 7.16 summarizes contributions to the energy of the Kα1
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Table 7.15. Transition rates for the intercombination line and oscillator strengths
for the resonance line of C III. From [36, Table III] with permission. Copyright 1995
by the American Physical Society.

Intercombination Resonance
Transition rates (s−1) Oscillator strengths

n 3P o
1 – 1S0

1P o
1 – 1S0

Outer Calculation
correl. Babushkin Coulomb Babushkin Coulomb

2 46.7 0.5 0.681 0.686
3 46.6 6.7 0.683 0.686
4 90.7 128.2 0.767 0.846
5 91.7 130.3 0.768 0.847
6 91.8 132.2 0.768 0.846
7 91.7 133.3 0.769 0.846
8 92.3 138.3 0.769 0.847

Core
polarn.

2 46.0 60.1 0.679 0.657
3 59.3 60.2 0.675 0.605
4 99.9 188.2 0.758 0.768
5 108.4 184.4 0.757 0.761
6 114.7 233.3 0.757 0.755
7 104.8 173.7 0.760 0.755
8 103.4 170.2 0.760 0.755
9 103.8 170.5 0.760 0.755

Selected
T,Q.

6 111.2 236.4 0.754 0.754
7 101.7 178.1 0.757 0.753
8 100.3 174.3 0.757 0.753

Experiment

120.9 ± 7.0a 0.754 ± 0.014b

aKwong et al. [39]; bReistad and Martinson [40].

X-ray line in neutral mercury from a DHF calculation [25]. TheKα1 transition
is one in which the upper state has a single vacancy in the 1s1/2 shell, which
is then transferred to the 2p3/2 shell.
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Table 7.16. The KL3 (Kα1) line energy (eV) in mercury [25]

E(1s) E(2p) E(Kα1)

DHF: point nucleus -451,193.9 -532,479.0 71,285.2
DHF: finite nucleus correction +77.8 +131.2 -53.4
Breit correction (ω = 0) +313.5 +581.3 -267.8
Transverse photon correction (ω �= 0) -7.5 -10.9 +3.4
QED: self energy +282.6 +481.1 -198.5
QED vacuum polarization -64.7 -108.7 +44.1

Total -450,592.2 -521,405.1 70,812.9

An obsolete value, α= 137.0373, was used in [25].

Experimental line energy [32] 70,819.5

Table 7.17. The KL2, KL3 line energies (eV) in mercury [28]

Theoretical Experimental

KL2 68 894.3 (23) 68 895.1 (17)
KL3 70 819.0 (22) 70 819.5 (18)

The difference of the two DHF atom energies predicts most of the energy of
the X-ray line. The Breit energy, although only about 0.1% of the total, is the
next biggest contributor. The correction for finite wavelength is less than 1% of
the Breit energy but is needed if we aim for high accuracy. The estimated self-
energy and vacuum polarization corrections are slightly smaller than the Breit
contribution and have opposite signs. The vacuum polarization contribution
is the expectation of the QED second and fourth order potentials of Fullerton
and Rinker [29]. The estimate of the self-energy derived from (7.11.1) was
based on Zeff values derived from the DHF orbital mean radii, followed by
interpolation in hydrogenic tables [30, 31]. Table 7.17 shows similar results
for the KL2 and KL3 lines. The results would be slightly changed by adopting
current recommended physical constants and slightly different approaches to
the calculation of QED corrections [28].
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8

Computation of atomic properties

The calculation of radiative transition data, hyperfine interaction parameters,
and isotope shifts are representative applications of relativistic atomic struc-
ture methods considered in this chapter. Line transitions and single channel
photo-ionization are the main focus of attention.

8.1 Relativistic radiative transition theory

8.1.1 Line transitions

The huge range of radiative data needed for applications can be gauged by the
experimental and theoretical effort portrayed, for example, in [1]. An atom
in an excited state Γ can decay spontaneously to a lower state Γ ′ emitting a
photon of energy hν = EΓ − EΓ ′ with wavelength λ = c/ν. The total power
radiated per unit source volume into a solid angle dΩ is

P dΩ = hν NΓ AΓΓ ′
dΩ

4π
(8.1.1)

where NΓ is the number of atoms in state Γ per unit volume, and AΓΓ ′ is
the number of spontaneous transitions per unit time interval. Standard time-
dependent perturbation theory gives the corresponding decay rate (in atomic
units) as

AΓΓ ′ = 2π | 〈Γ ′|Hint |Γ 〉 |2 (8.1.2)

where
Hint =

1
c

∫
jµ(x)aµ(x) d4x (8.1.3)

is the electron-photon interaction Hamiltonian.
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8.1.2 Multipole expansion of the radiation field

It is convenient to expand the electromagnetic potentials as a sum of multipole
operators [2]. Derivations of these expressions (using different conventions for
the relativistic metric and for electromagnetic units) may be found in [3, 4]
and [5]. The four-potential for the free radiation field, aµ(x) = (Φ, cA),1

satisfies
� aµ(x) = 0, ∂µ aµ(x) = 0,

in Lorenz gauge. The wave equation � aµ(x) = 0 has scalar plane wave solu-
tions

Φ(x) → e−i(ωt−k·x), ω2 = |k|2.

Using the standard expansion

eik·x =
∞∑

L=0

iL (2L+ 1) jL(ω r/c)PL(cosΘ) (8.1.4)

gives a complete set of multipole solutions

ΦLM (x;ω) = iL (2L+ 1) jL(ω r/c)CLM (θ, ϕ), (8.1.5)

satisfying
(∇2 + ω2)ΦLM (x;ω) = 0,

which can be used to develop general solutions of the wave equation.
We start with the scalar potential

a0(x) = ΦLM (x;ω) e−iωt. (8.1.6)

The Lorenz condition
divA +

1
c2
∂Φ

∂t
= 0

can be satisfied with a solution Al
LM (x;ω) e−iωt where

cAl
LM (x;ω) =

−ic
ω

∇ΦLM (x;ω). (8.1.7)

This potential is said to be irrotational because curl Al
LM = 0. Denoting the

orbital angular momentum operator by L = −ix × ∇, we have two more
solutions

cAm
LM (x;ω) =

L√
L(L+ 1)

ΦLM (x;ω), (8.1.8)

and

1 The notation differs from that of [2] where the components of the vector potential
are written Ai rather than cAi following [6, Equation 18-28], which uses the same
electromagnetic units but writes the time component as x4 rather than x0.
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cAe
LM (x;ω) =

c∇×L

ω
√
L(L+ 1)

ΦLM (x;ω). (8.1.9)

The superscripts l,m, e identify the potentials as longitudinal, magnetic, and
electric, type respectively. The methods of Appendix B.3.17 enable us to write

cAe
LM (x) = −iL+1

√
L(2L+ 3)

(
e×CL+1)

LM
jL+1(ρ)

−iL−1
√

(L+ 1)(2L− 1)
(
e×CL−1)

LM
jL−1(ρ)

cAl
LM (x) = −iL+1

√
L(2L+ 3)

(
e×CL+1)

LM
jL+1(ρ) (8.1.10)

+iL−1
√

(L+ 1)(2L− 1)
(
e×CL−1)

LM
jL−1(ρ)

cAm
LM (x) = −iL(2L+ 1)

(
e×CL

)
LM

jL(ρ)

where e is a unit vector. Ae
LM and Al

LM have the same parity, (−1)L+1, whilst
Am

LM and ΦLM have the opposite parity (−1)L. These multipole expressions
are mutually orthogonal with respect to integration over the unit sphere.

A radiation plane wave polarized in the direction e propagating along the
z-axis can be expressed in terms of these multipole fields. Writing the spherical
vector components e0 = ez, e±1 = ∓(ex ± iey)/

√
2 so that k = (ω/c)e0, we

find
∇
(
e0eik·x) = e0

d

dz
eiωz/c = i

ω

c
e0eik·x,

so that
e0eik·x = − ic

ω
∇eiωz/c =

∑
L

cAl
L0(x;ω)

by (8.1.7), confirming our assertion that these fields are longitudinally polar-
ized. Transversely polarized vector solutions are obtained by replacing e0 by
e±1, and we can write, for q = ±1,

eq
d

dz
eiωz/c =

∑
L

al
LAl

Lq(x;ω) + ae
LAe

Lq(x;ω) + am
L Am

Lq(x;ω).

The divergence of the left-hand side vanishes, so that al
L = 0 for all values

of L. To determine the remaining coefficients, we first take the curl of both
sides, giving am

L = qae
L, and by evaluating L · eqe

diωz/c we find ae
L = −1/

√
2.

Thus for propagation along the z-axis, the vector potential with polarization
q is

Aq = eqeiωz/c = − 1√
2

∑
L

Ae
Lq(x;ω) + qAm

Lq(x;ω),

and, more generally,

Aq = eqeik·x = − 1√
2

∑
LM

(Ae
LM (x;ω) + qAm

LM (x;ω))DL
Mq(R), (8.1.11)
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where R is the rotation that carries the z-axis into the direction of k.
Physical predictions should be unaffected by gauge transformations of the

form (2.6.24):
aµ(x) → aµ(x) + ∂µΛ(x), �Λ(x) = 0.

A spherical tensor solution is Λ(x) = GLΦLM (x;ω) exp(−iωt), where GL

is an arbitrary constant. By (8.1.7), ∂µΛ(x) is longitudinally polarized. The
tensorial properties are such that the most general form of electric multipole
potential is

ΦLM (x;ω) →
(
1− iω

c
GL

)
ΦLM (x;ω)

(8.1.12)
Ae

LM (x;ω) → Ae
LM (x;ω) +GLAl

LM (x;ω);

Am
LM (x;ω) does not depend onGL. The Hamiltonian for interaction of a Dirac

electron with the radiation field is

Hint(t) =
1
c

∫
jµ(x)aµ(x) d3x. (8.1.13)

so that a gauge transformation adds aµ → aµ + ∂µΛ giving an additional
gauge dependent term

Hint → Hint +
GL

c

∫
jµ(x)∂µΛ(x) d4x.

Now
jµ(x)∂µΛ(x) = ∂µ (Λ(x)jµ(x))− Λ(x)∂µj

µ(x);

the space-time integral of the first term on the right can be converted to
a surface integral that vanishes at infinity, and the gauge dependent term
vanishes if, as in (2.6.25), there is local conservation of charge:

∂µj
µ(x) =

∂ρ(x)
∂t

+ div j(x) = 0.

Local charge conservation is built into all particle wave equations, §2.5, and
also into the structure of QED. However, SCF equations are not constrained
automatically by local charge conservation, and it is well-known that HF/DHF
and MCHF/MCDHF wavefunctions give radiative transition probabilities
that are sensitive to the choice of gauge parameter. The reason is that in-
dividual SCF orbitals are computed with nonlocal potentials coupled to other
orbitals, so that charge conservation in SCF theories involves something much
more complicated [2, §7]. It is now generally accepted that a weak dependence
of radiation matrix elements on GL is one indicator of wavefunction quality
in many-electron systems, although it is insufficient on its own to guarantee
the physical correctness of numerical radiative transition rates.
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8.2 Emission and absorption by one-electron atoms

The quantized electron current density2 can be written

jµ(x) = −ec
∑
αβ

: q†
αqβ : ψα(x)γµψβ(x)

whilst the monochromatic quantized radiation field becomes a combination of
positive and negative frequencies,

aµ(x;ω)e−iωt + a†
µ(x;ω)eiωt.

The four-potentials can be expanded in terms of multipoles

aµ(x;ω) =
∑
LM

cLM (ω) (ω/πc)1/2ALMµ(x;ω),

(8.2.1)

a†
µ(x;ω) =

∑
LM

c†LM (ω) (ω/πc)1/2A†
LMµ(x;ω)

where c†LM (ω) creates and cLM (ω) annihilates a photon of frequency ω,
and the components of the electric and magnetic multipole (covariant) four-
potentials are given by

Ae,m
LMµ(x;ω) = (Φe,m

LM (x;ω,GL), −cAe,m
LM (x;ω,GL)) . (8.2.2)

From (8.1.12), the most general form for an electric multipole field is

Φe
LM (x;ω;GL) = (1− iωGL/c)ΦLM (x;ω),

(8.2.3)
Ae

LM (x;ω,GL) = Ae
LM (x;ω) +GLAl

LM (x;ω))

and for magnetic multipoles

Φm
LM (x;ω;GL) = 0, Am

LM (x;ω,GL) = Am
LM (x;ω) (8.2.4)

The interaction Hamiltonian can therefore be written in terms of emission
and absorption operators

Hint =
∑
LM

{[He
LM ]em + [Hm

LM ]em + [He
LM ]abs + [Hm

LM ]abs} ,

where

2 We use q, q† for electron annihilation and creation operators to avoid confusion
with the four potentials.
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[He,m
LM ]em =

∑
αβ

q†
αqβ c

†
LM (ω) [Me,m

LM (t)]∗αβ ,

(8.2.5)

[He,m
LM ]abs =

∑
αβ

q†
αqβ cLM (ω) [Me,m

LM (t)]αβ .

with

[Me,m
LM (t)]αβ =

( ω
πc

)1/2
∫
ψ̃α(x)γµψβ(x)Ae,m

LMµ(x;ω) d3x e−iωt.

If we now write ψα(x) = φα(x) exp(−iEαt) and define the tensor operator

Oe,m
LM = [Φe,m

LM (x;ω)− cα ·Ae,m
LM ] , (8.2.6)

then

[Me,m
LM (t)]αβ =

( ω
πc

)1/2
ei(Eα−Eβ−ω)t〈α | Oe,m

LM |β〉 (8.2.7)

where, in 3-dimensional notation, the transition amplitude is

〈α | Oe,m
LM |β〉 =

∫
φ†

α(x)Oe,m
LMφβ(x) d3x.

This can be further reduced by applying the Wigner-Eckart theorem in the
form

〈α | Oe,m
LM |β〉 =

(
mα L jβ
jα M mβ

)
〈α ‖oL ‖β〉e,m, (8.2.8)

so that the rate, (8.1.2) for spontaneous emission of photons from the upper
state β to a lower state α involving one active electron is

Aαβ =
∑
mα

1
2jβ + 1

∑
mβ

2π
∣∣Me

αβ

∣∣2
where we have summed over the 2jα +1 degenerate initial states and averaged
over the 2jβ + 1 degenerate final states. Substituting from (8.2.7) and (8.2.8)
and summing over the magnetic quantum numbers gives

Aαβ =
2ω
c

1
(2L+ 1)(2jβ + 1)

|〈α ‖oL ‖β〉|2 (8.2.9)

It is convenient also to define the oscillator strength for emission as

fαβ = − c

2ω2

2jβ + 1
2jα + 1

Aαβ = − 1
ω

|〈α ‖oL ‖β〉|2
(2L+ 1)(2jα + 1)

By convention, this is negative; the numerator on the right is symmetric with
respect to the labels α, β and we define the (positive) oscillator strength for
absorption by
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fβα = − 2jα + 1
2jβ + 1

fαβ

The weighted oscillator strength or gf -value, defined as the positive symmetric
quantity

(gf)αβ = gβ fβα = −gα fαβ

where gα = 2jα + 1, is proportional to the intensity of the spectral line.

Table 8.1. Selection rules for radiative transitions

Matrix elements for multipole L are nonvanishing if
|jα − jβ | ≤ L ≤ jα + jβ ,
jα + jβ + L is even or odd:

Odd Even
Electric multipole κακβ > 0 κακβ < 0
Magnetic multipole κακβ < 0 κακβ > 0

8.2.1 Evaluation of one-electron transition amplitudes

The one-particle reduced matrix elements of (8.2.8) can be written

〈α ‖oL ‖β〉e,m = 〈jα ‖CL‖ jβ〉 .Me,m
αβ (ω;GL) (8.2.10)

where Me,m
αβ (ω;GL) is a radial integral that can be expressed [2] as a linear

combination of the three integrals

JL =
∫ ∞

0
(P ∗

α(r)Pβ(r) +Q∗
α(r)Qβ(r)) jL(ωr/c) dr

(8.2.11)

I±
L =

∫ ∞

0
(P ∗

α(r)Qβ(r)±Q∗
α(r)Pβ(r)) jL(ωr/c) dr

The magnetic multipole amplitude

Mm
αβ(ω;GL) = −iL+1 2L+ 1√

L(L+ 1)
(κα + κβ) I+L (8.2.12)

is independent of GL. For electric multipoles,

Me
αβ(ω;GL) = Me

αβ(ω; 0) +GLMl
αβ(ω), (8.2.13)

where the Coulomb gauge integral is
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Me
αβ(ω; 0) = −iL

{(
L

L+ 1

)1/2 [
((κα − κβ)I+L+1 + (L+ 1)I−

L+1

]
−
(
L+ 1
L

)1/2 [
((κα − κβ)I+L−1 − LI

−
L−1

]}

and the longitudinal part is

Ml
αβ(ω) = −iL

{[
((κα − κβ)I+L+1 + (L+ 1)I−

L+1

]
+
[
((κα − κβ)I+L−1 − LI

−
L−1

]
− (2L+ 1)JL

}

8.2.2 The nonrelativistic limit: Pauli approximation

The expression, §3.7.1,

Q ≈ 1
2c

(
dP

dr
+
κP

r

){
1 +O(1/c2)

}
(8.2.14)

gives a good approximation to the small component in the nonrelativistic limit
when P satisfies the Schrödinger radial equation

−1
2

(
d2P

dr2
− l(l + 1)

r2
P

)
− (V + ε)P = O(1/c2).

The Dirac wavefunction is normalized so that∫ ∞

0
(|P |2 + |Q|2) dr = 1,

giving∫ ∞

0

{
|P |2 +

1
4c2

(
dP ∗

dr
+
κP ∗

r

)(
dP

dr
+
κP

r

)}
dr =

{
1 +O(1/c4)

}
,

which can be written in terms of a normalized Schrödinger radial amplitude,
R(r), such that∫ ∞

0
|R|2 dr = 1, R(r) =

{
1 + Tl/4c2 +O(1/c4)

}
P (r),

where Tl is the Schrödinger radial kinetic energy operator

Tl = −1
2
d2

dr2
+
l(l + 1)

2r2
.
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Consider first the magnetic transition amplitude

Mm
αβ(ω) = −iL+1 2L+ 1√

L(L+ 1)
κα + κβ

2c
(8.2.15)

×
∫ ∞

0

(
d

dr
(P ∗

αPβ) +
κα + κβ

r
P ∗

αPβ

)
jL(ωr/c) dr(1 +O(1/c2)).

This can be simplified by integrating the derivative term by parts and using
the spherical Bessel function relation

(2L+ 1)
d jL(x)
dx

= L jL−1(x)− (L+ 1) jL+1(x),

giving

Mm
αβ(ω) = iL+1 1√

L(L+ 1)
κα + κβ

2c
(8.2.16)

×
∫ ∞

0
P ∗

αPβ

{[
L
ω

c
jL−1(ωr/c)− (2L+ 1)

κα + κβ

r
jL(ωr/c)

]
− (L+ 1)

ω

c
jL+1(ωr/c)

}
dr (1 +O(1/c2)).

We can assume that the transition wavelength is large compared with atomic
dimensions, so that we need retain only the leading terms of the power series
expansion3 of the Bessel function,

jL(x) =
xL

(2L+ 1)!!
− xL+2

2.(2L+ 3)!!
+ . . .

The square bracket in (8.2.16) provides the leading term in the long wave-
length approximation,

Mm
αβ(ω) =

iL+1

2c
κα + κβ√
L(L+ 1)

(8.2.17)

×L− κα − κβ

(2L− 1)!!

(ω
c

)L
∫ ∞

0
R∗

αRβr
L−1 dr (1 +O(1/c2)).

The most important magnetic multipole transitions are the dipole, L = 1,
for which jα = jβ , jβ ± 1 depending on the relative signs of κα and κβ ,
given in Table 8.1. In this case, the radial integral (8.2.14) reduces to the
overlap of the two radial amplitudes, which is zero when α �= β have the same
angular symmetry; a rather tedious calculation involving higher order terms in
O(1/c2) is then needed. A particularly interesting case is the magnetic dipole
transition 1s2 1S – 1s2s 3S in helium-like ions. Drake [7, 8] has shown that this

3 The full expression may still be needed in calculations involving hard X-rays.
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cancellation makes the dominant contribution to the transition rate scale like
Z10 so that it is much brighter than the alternative two-photon electric dipole
transition mechanism for modest values of the atomic number Z, making this
line important in the spectra of both laboratory and astrophysical sources
such as the solar corona.

Similarly, the Coulomb gauge electric multipole matrix element gives

Me
αβ(ω; 0) = −iL

√
L(L+ 1)

(2L− 1)!!
ωL−1

cL
(
1 +O(1/c2)

)
×
∫ ∞

0
(r(L−1)/2R∗

α) (8.2.18)

×
(
d

dr
− (lα − lβ)(lα + lβ + 1)− L+ 1

2r

)
(r(L−1)/2Rβ) dr.

The most important electric dipole case, L = 1 has lα = lβ ± 1, so that

Me
αβ(ω; 0) =

√
2
c

(
1 +O(1/c2)

)
(8.2.19)

×
∫ ∞

0
R∗

α(−i)
(
d

dr
− (lα − lβ)(lα + lβ + 1)

2r

)
Rβ dr,

which is just the standard nonrelativistic dipole velocity matrix element [9,
10, 11, 12].

The choice GL =
√

(L+ 1)/L, introduced by Babushkin [13, 14, 15], gives
an expression that is dominated in the long wavelength limit by the JL inte-
gral, replacing (8.2.19) by

Me
αβ(ω;

√
(L+ 1)/L) = −

(
L+ 1
L

)1/2
iL

(2L− 1)!!

×
(ω
c

)L (
1 +O(1/c2)

) ∫ ∞

0
R∗

αr
LRβ dr. (8.2.20)

In the dipole case, this reduces to the dipole length matrix element,

Me
αβ(ω; 0) = −iω

√
2
c

(
1 +O(1/c2)

) ∫ ∞

0
R∗

α r Rβ dr. (8.2.21)

The relation between (8.2.19) and (8.2.21) is usually established in textbooks
by noting the nonrelativistic operator relation

[x, H] = i�p/m = i�v,

where H is a Schrödinger Hamiltonian with a local potential. The matrix
element between two eigenstates of H is then

〈α | [x, H] |β〉 = (Eα − Eβ)〈α |x |β〉 = i〈α |v |β〉



8.3 Radiative transitions in many-electron atoms 443

which confirms our relation above. This derivation assumes that H = T + V ,
where T is the usual nonrelativistic kinetic energy T = p2/2m, and the op-
erator V is multiplication by a function V (x) so that the operators V and
x] commute.. Such a local potential is needed for pointwise charge conser-
vation, which is destroyed in self-consistent field models, along with gauge
independence of the transition matrix elements.

8.3 Radiative transitions in many-electron atoms

The theory of §6.9.2 gives the matrix elements of quantized one-particle op-
erators between CSFs T and T ′. Because the multipole interaction operators
making up Hint, (8.2.5), are of the type F of (6.9.15), we can use the decom-
position (6.9.17) or (6.10.13) to express the reduced matrix elements in terms
of the one electron reduced matrix elements (8.2.9):

〈T‖OL‖T ′〉 =
∑
αβ

(−1)∆α+∆β
′
(NαNβ

′)1/2(Tα{|Tα
′) (Tβ |}Tβ

′)

(8.3.1)

× δ
˜Tα,Tα

′δ˜T ′
β ,Tβ

∏
i
=α,β

δTi,Ti
′

[J ]1/2

[jα]1/2 Rα,β(T ;T ′) 〈α‖oL‖β〉,

This procedure is followed in the GRASP OSCL program, where the above
equation is written [16, Equation (60)]

〈T‖Ok‖T ′〉 =
∑
αβ

dL
αβ(TT ′)〈α‖oL‖β〉. (8.3.2)

The CSFs T and T ′ are essentially linear combinations of products of Dirac
spinor amplitudes that have been constructed either as eigenstates of a model
potential or as SCF orbitals. The expression (8.3.1) therefore takes no account
of orbital relaxation on the transition amplitudes. Labzowsky, Klimchitskaya,
and Dmitriev [17, Chapter 3] go some way to remedy this using S-matrix
methods, mainly for two-electron ions.

8.3.1 Transitions in highly ionized atoms: Fe XXIII

Results for selected transitions from the EAL calculation reported in Table
7.13 are presented in Table 8.2. The computed wavelengths are within about

1
o

A of the NIST values [18] at the shorter wavelengths, but a more elaborate
model would be needed to improve the agreement at longer wavelengths. The
electric and magnetic dipole transition rates, computed with theoretical wave-
lengths in the Coulomb gauge, agree remarkably well with the rates given in
the NIST tables. Better quality wavefunctions are needed to make the ratio,
R, of Coulomb to Babushkin gauge closer to unity for most of the transitions.
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Table 8.2. Selected line transitions in Fe XXIII

Electric dipole

i− k λ(
o

A) Aki (108 s−1) R

(a) (b) (a) (b)

1 – 2 1S0 − 3P o
1 262.78 263.76 4.72 E –01 4.8 E –01 0.72

1 – 5 1S0 − 1P o
1 130.43 132.83 2.05 E+02 1.95 E+02 0.95

2 – 7 3P o
0 − 3P1 146.52 147.27 6.64 E+01 6.59 E+01 0.83

3 – 6 3P o
1 − 3P0 172.39 173.32 1.25 E+02 1.23 E+02 0.74

3 – 7 3P o
1 − 3P1 153.84 154.3 4.21 E+01 4.18 E+01 0.82

3 – 8 3P o
1 − 3P2 143.56 144.39 5.49 E+01 5.43 E+01 0.93

3 – 9 3P o
1 − 1D2 120.02 121.20 4.33 E+00 4.4 E+00 0.38

4 – 7 3P o
2 − 3P1 179.27 180.1 4.49 E+01 4.46 E+01 0.78

4 – 8 3P o
2 − 3P2 165.46 166.69 7.81 E+01 7.58 E+01 0.81

4 – 9 3P o
2 − 1D2 134.95 136.53 4.75 E+01 4.83 E+01 0.85

5 – 8 1P o
1 − 3P2 322.12 313.62 3.30 E+00 3.7 E+00 2.6

5 – 9 1P o
1 − 1D2 223.68 221.33 4.52 E+00 4.61 E+00 1.8

5 –10 1P o
1 − 1S0 148.97 149.22 3.26 E+02 3.27 E+02 0.2

Magnetic dipole

i− k λ(
o

A) Aki (108 s−1)
(a) (b) (a) (b)

1 – 7 1S0 − 3P1 97.03 97.35 1.06 E-04 1.3 E-04
2 – 3 3P o

0 − 3P o
1 3211.7 3230.1 ˙ 5.29 E-06 4.73 E-06

2 – 5 3P o
0 − 1P o

1 239.66 247.12 3.10 E-04 2.9 E-04
3 – 4 3P o

1 − 3P o
2 1084.8 1079.3 1.03 E-04 9.98 E-05

3 – 5 3P o
1 − 1P o

1 258.98 267.59 1.85 E-04 1.2 E-04
4 – 5 3P o

2 − 1P o
1 340.20 355.80 1.37 E-04 1.2 E-04

6 – 7 3P0 − 3P1 1429.7 1406.5 5.75 E-05 7.2 E-05
7 – 8 3P1 − 3P2 2147.7 2246.5 1.03 E-05 9.1 E-06
7 – 9 3P1 − 1D2 545.9 565.0 2.02 E-04 2.1 E-04
7 –10 3P1 − 1S0 245.46 252.7 2.22 E-03 2.3 E-03
8 – 9 3P2 − 1D2 731.93 754.7 1.90 E-04 1.9 E-04

(a) MCDHF with Breit and QED.
(b) NIST online Atomic Spectra Database [18].

8.4 Orbital relaxation

Experience with nonrelativistic RAS calculations shows that calculated line
strengths are more reliable when orbital relaxation is allowed, requiring an
independent OL calculation for both initial and final ASFs. Each OL calcu-
lation generates in its own orthonormal orbital basis; it is essential to take
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into account the fact that their Gram (or overlap) matrix is nontrivial to get
accurate transition probabilities.. The method presented in [19, 21] involves
transforming the two orbital sets into two new biorthonormal sets, respectively
{φA

i } and {φB
i }, so that

〈φA
i |φB

j 〉 = δij

for all pairs i, j. To start with, let φF and φI be m-dimensional row vectors
whose components are the respective orbitals. Then there exist linear trans-
formations

φA = φF CFA, φB = φICIB , (8.4.1)

such that
CIBCFA † = (SFI)−1 (8.4.2)

where SFI is the overlap matrix with elements

SFI
ij = 〈φF

i |φI
j 〉. (8.4.3)

We shall see that the matrices CFA and CIB can be constructed to be upper
triangular.

Any ASF |Ψ〉 can be expanded in terms of CSFs formed either from I basis
orbitals or the corresponding B basis orbitals:

|Ψ〉 =
∑

µ

cIµ |ΦI
µ〉 =

∑
µ

cBν |ΦB
ν 〉. (8.4.4)

Similarly, we may expand |Ψ〉 un terms of the F and A basis orbitals. The
coefficients cBν and cIµ can be be calculated through the transformations (8.4.1)
or their creation operator equivalents

aA† = aF†CFA, aB† = aI†CIB , (8.4.5)

where each a† is a row vector of creation operators. We can generate these
transformations on the initial basis sequentially by writing

aI†
k =

∑
l≤k

aB†
l tlk +

∑
l>k

aI†
l tlk, k = 1, 2, . . .

or
aI† = aB†tU + aI†tL (8.4.6)

where tU is an upper triangular matrix and tL is strictly lower triangular
matrix. Substituting for aB† from (8.4.5) and noting that aI† can be arbitrary,
gives the matrix equation

CIBtU + tL = I, CIB = (I− tL)(tU )−1

which expresses CIB as a product of a lower triangular matrix (I − tL) and
an upper triangular matrix (tU )−1. Setting tL = 0 gives
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CIB = (tU )−1. (8.4.7)

which is a pure triangular matrix. There is a similar equation for CFA. .
It follows from (8.4.2) that these upper triangular matrices can be written
CFA = LFI† and CIB = UFI so that

(SFI)−1 = UFILFI = CIBCFA†. (8.4.8)

A particularly useful attribute of this construction is that it works also
when CFA and CIB are block upper triangular matrices, and is consistent with
the partitioning of the RAS described at the end of §7.12. It also works [21,
Appendix B] when the sets F,A and I,B have different dimensions n and m
respectively, where n < m. Then SFI can be written

SFI = (T
...Z) (8.4.9)

where T is n× n and Z is n× (m− n). Choose the transformation matrices
so that

CFA †SFICIB = (In

...O) (8.4.10)

where In is the n× n identity and O is a null n× (m− n) matrix. It follows
that

CIB =

(
CIB CIB

0 Im−n

)
, (8.4.11)

where, as in (8.4.8), we have the UL factorization

T−1 = CIBCFA †, (8.4.12)

and, as CFA † is nonsingular,

CIB = −T−1Z = −CIBCFA †Z. (8.4.13)

We can now use (8.4.6) recursively to write, for each k, |Φ(k−1)〉 as a sum
of CSFs in which all φI

i with i ≤ k have been expressed in terms of the φB
j

with j ≤ k using

|Φ(k−1)〉 =

(∑
l<k

tlk ek→l + tkk

)
|Φ(k)〉, k = 2, 3, . . . (8.4.14)

where tlk, l ≤ k, are the elements of tU is defined by (8.4.7). If âk is the dual
annihilation operator to a†

k, ek→l = a†
l âk replaces the orbital φI

k by the orbital
φB

l . Symmetry-breaking intermediates can be avoided by grouping the orbitals
in nκ subshells with common radial amplitudes. Let a†

m, m = −j, . . . , j be a
set of creation operators for this subshell; then
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j∏
m=−j

⎛⎝∑
n′≤n

tn′n enm→n′m

⎞⎠ =
j∏

m=−j

[(
1̂ +

∑
n′<n

sn′ enm→n′m

)
tnn

]

where 1̂ is the identity on the nκ subshell and sn′ = tn′n/tnn. One factor tnn

survives for each appearance of an nκ orbital. Now (enm→n′m) is nilpotent
when n′ < n, so that

ln

(
1 +

∑
n′<n

sn′ enm→n′m

)
=
∑
n′<n

sn′ enm→n′m

and the product is equivalent to exp(ŝ) (tnn) ̂Nn where N̂nκ is the number of
electrons occupying the nκ subshell and

ŝ =
∑
n′<n

sn′

j∑
m=−j

enm→n′m.

Because enm→n′m is nilpotent, the powers ŝi vanish for i > 2j+ 1 so that the
operator expansion terminates and

exp(ŝ) (tnn) ̂Nn =
2j+1∑
i=0

ŝi

i!
(tnn) ̂Nn . (8.4.15)

The exchange operator enm→n′m = a†
n′mânm, n

′ < n, is a degenerate,
rank 0, example of the operator appearing in (6.9.15) for which the method
for constructing matrix elements between open-shell CSFs of §6.9.2 can be
used. In the notation used in §7.3, the effect of enm→n′m on a CSF |T ′〉 can
be expressed as

enm→n′m |T ′〉 =
∑
T

tT ′T (n′κ, nκ) |T 〉, n′ < n, (8.4.16)

where the coefficients tT ′T (n′κ, nκ) are given in (6.10.2) and (7.3.5).
The algorithm incorporated in the nonrelativistic MCHF-ASP program [20]

and also in GRASP92, evaluates matrix elements of the form〈
ΨF

f |O|Ψ I
i

〉
where O is any electric or magnetic transition multipole Fock space operator.

Algorithm 8.1

1. Check that the CI expansions for ΨF
f and Ψ I

i satisfy the property of closure
under de-excitation.

2. Evaluate the coefficients tTT ′(n′κ, nκ) of (8.4.16) for each CSF appearing
in both expansions ΨF

f and Ψ I
i .
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3. Evaluate the matrix SFI and decompose it to obtain the block triangular
matrices CIB and CFA which generate the biorthonormal orbital sets.

4. Use the sequence of single orbital orbital replacements described above to
generate the CI expansion coefficients for the transformed states ΨA

f and
ΨB

i .
5. Use the standard formulae, (8.3.2), to obtain the one-electron coefficients,
dL

αβ(TT ′), and evaluate the associated radial integrals 〈αA ‖oL ‖βB〉 using
the biorthonormal radial functions to complete the calculation.

Full details are given in [21].

Table 8.3. Excitation energies (cm−1) relative to the C III 1s22s2 1S0 ground state
From [19] with permission. Copyright 1998 by the American Physical Society.

n 1s22s2p 3P o
1 1s22s2p 3P o

2
3P o

2 −3P o
0 1s22s2p 1P o

1

A B A B A B A B

3 52553 52393 52607 52446 78.17 77.32 104513 104362
4 52511 52223 52566 52278 80.03 79.46 103308 102982
5 52461 52298 52517 52353 80.32 79.59 102818 102656
6 52448 52357 52503 52412 80.44 79.74 102623 102528
7 52448 52373 52503 52428 80.48 79.81 102565 102496
8 52449 52382 52504 52437 80.50 79.84 102540 102480

a 52394 52449 80.52 79.86 102464
b 52370 52425 80.05 102440
c 52391 52447 80.05 102352

a: Extrapolated values (see text).
b: Corrected for QED and finite mass effects.
c: NIST online database [18].

8.5 Application to atomic transition calculations

The problems of modelling the intercombination lines of the C III spec-
trum were discussed in §7.12.2 following the paper of Ynnerman and Fis-
cher [22]. Then Jönsson and Fischer [19] calculated transition probabilities
for these lines using the biorthogonal representation of Algorithm 8.1. Sep-
arate MCDHF calculations were performed for the ground state 2s2 1S0 and
each of the excited states 2s2p 1P o

1 and 2s2p 3P o
0,1,2. The 1s orbitals were

determined from a minimal OL calculation and were frozen in all subsequent
calculations. The ground state ASF included all CSFs generated by single and
double substitutions from the active reference set {2s2, 2p21/2, 2p23/2}, allowing



8.5 Atomic transition calculations 449

at most one excitation from the 1s2 core. The active set was increased system-
atically, as in [22], to include orbitals up to n = 8 with l ≤ 6. The states of the
2s2p 3P o term were determined from EOL calculations in which the three CSF
energies were weighted according to their 2J + 1 degeneracies. The procedure
was the same as for the ground state, with the CSF expansion comprising SD
excitations from the reference set {2s2p1/2, J = 0, 1, 2s2p3/2, J = 1, 2}. The
OL calculations for 2s2p 1P o

1 followed the same pattern. As before, the Breit
interaction (long wavelength, ω = 0) energies were added perturbatively at
each step.

Table 8.4. gf-values for the E1 resonance line in C III. From [19] with permission.
Copyright 1998 by the American Physical Society.

1S0–1P o
1

E1(Babushkin) E1(Coulomb)

n A B A B

3 0.7699 0.7850 0.7747 0.7401
4 0.7606 0.7627 0.7542 0.7414
5 0.7584 0.7586 0.7566 0.7537
6 0.7579 0.7591 0.7582 0.7559
7 0.7585 0.7587 0.7589 0.7568
8 0.7589 0.7588 0.7585 0.7571

a 0.7575 0.7579 0.7599 0.7581
b 0.7579 0.7576
c Experimental: 0.7586

a: Normalized to observed energy.
b: Corrected for QED and finite mass.
c: NIST online database [18].

The results are shown in the A columns of Table 8.3. The dependence
on n is much smoother than in [22] and there are now clearer indications of
convergence. The columns headed B in the table are intended to include the
effect of correlation in a more balanced way. For example, the first stage of
modelling the intercombination lines, 2s2 1S – 2s2p 3P involves an EOL cal-
culation for the states 2s2 1S0 and 2s2p 3P0,1,2. The next step is to carry out
OL calculations for each state with frozen n = 2 orbitals including CSFs with
all possible excitations to n = 3. Subsequent steps including higher values
of n augmented this wavefunction with core-valence excitations followed by a
perturbation calculation of the Breit energy. The smooth behaviour with n is
now good enough to extrapolate each sequence of results to a plausible limit-
ing value. Let ∆xn = xn−xn−1 be successive increments down a column, and
write rn = ∆xn/∆xn−1. Then if rn is roughly constant, we can estimate the
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residual error at the n-th step to be ∆xnrn/(1− rn), giving corrected values
in line a of the table. Corrections for QED and finite mass effects added in
line b of the table make a small but significant improvement. The effect of the
full transverse photon interaction, ω �= 0, on the energies and transition rates
was investigated and found to be unimportant. The fine structure splitting
was slightly decreased by about 0.32 cm−1 in case A and 0.40 cm−1 in case
B. Table 8.4 shows that the gf values for the resonance line 1S0 −1P1 are rel-

Table 8.5. Transition rates for C III intercombination E1 line (s−1) and M2 line
(10−3s−1). From [19] with permission. Copyright 1998 by the American Physical
Society.

1S0–3P o
1

1S0–3P o
2

E1(Babushkin) E1(Coulomb) M2

n A B A B A B

3 77.36 66.12 91.35 3.14 5.210 5.172
4 89.49 81.45 89.34 80.99 5.187 5.089
5 98.58 95.95 127.90 136.78 5.163 5.089
6 101.47 100.92 132.68 157.55 5.159 5.119
7 102.46 102.38 137.17 158.86 5.160 5.128
8 102.91 102.72 137.22 160.14 5.160 5.134

a 102.57 102.77 160.17 5.132 5.139
b 102.94 102.85
c 102.87 5.139
d 114 5.19
e 102.94(14)

a, b, c, d have the same meaning as in Table 8.4.
e: Ref. [23].

atively insensitive to correlation and converge smoothly as n increases. There
is much better agreement between the Babushkin and Coulomb gauge results
than in the earlier calculation [22], and the result is reasonably close to the
value in the NIST on-line database. Table 8.5 displays similar results for the
transition rates for the E1 and M2 intercombination lines. The Babushkin
(nonrelativistic length) gauge values are much more stable than the Coulomb
(nonrelativistic velocity) gauge ones and the extrapolated results agree well
with a recent measurement [23]. The importance of correlation in obtaining
a good result is obvious. The M2 line is relatively insensitive to correlation
and the converged result is close to that in the NIST database.
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8.5.1 Large-scale calculations of energies and transition rates

An example that requires the capacity of GRASP92 to handle very large or-
bital and CSF sets is that of the 3s2 1S0 − 3s3p 1,3P o

1 transitions in the
Mg-like isoelectronic sequence [24]. The low-lying spectrum of the heavy neu-
tral Lu atom is even more demanding. The lowest levels of Lu (Z=71) are
[Xe]4f146s25d 2D3/2 and [Xe]4f146s25p 2P o

1/2,3/2, and Yu Zou and Froese Fis-
cher [25] have studied the transitions between them using methods similar to
those of the last section. The upper and lower states in each transition were
optimized independently, extending the CSF sets in layers including orbital
angular momenta from f to h. The interaction of g orbitals with the core 4f
orbitals was essential to get good energies; h orbitals had much smaller effects.
The Breit interaction and QED corrections were included in the usual way.

The initial valence-valence (VV) correlation involved SD excitations from
the 6s25d and 6s25p orbitals. Core-valence (CV) correlation was approximated
with additional CSFs in which one electron was excited from the 4f core and
another from a valence orbital. At this stage, the calculated 5d3/2 − 6p1/2
energy difference of 3989 cm−1 compared quite well with the observed value
4136 cm−1 Similar excitations from 6s were found to be unimportant and were
therefore ignored. Unfortunately, CV excitations out of the 5p shell spoilt this
promising result by doubling the predicted energy, demonstrating the need to
investigate core correlation (CC).

By this time, the dimensions of the CSF sets for the 2D3/2, 2P o
1/2 and

2P o
3/2 calculations had grown modestly to 5600, 2764, and 5073, respectively.

The core correlation enlarged these sets enormously. At the final stage, which
involved SD excitations from the 4d, 5s, and 5p orbitals, the respective di-
mensions were 305717, 87241, and 236554 CSF. The predicted 5d3/2 − 6p1/2
interval improved to 4186 cm−1 and that for 5d3/2−6p3/2 became 7462 cm−1

compared with the experimental values 4136 cm−1 and 7476 cm−1. Once
again, the Babushkin gauge gf values change more smoothly as the basis set
is enlarged; core correlation increases the oscillator strength by a factor of or-
der 3. The incomplete treatment of correlation seems likely to be responsible
for the instability of the Coulomb gauge prediction.

The success of these calculations suggested a strategy for a similar cal-
culation aimed to identify the ground state of Lr (Z=103) [25]. The low-
lying levels are expected to have the structure [Rn]5f147s26d 2D3/2 and
[Rn]5f147s26p 2P o

1/2,3/2. There are more orbitals than in the Lu calculation,
but the active sets needed are much the same size. The 6d3/2−7p1/2 transition
in Lr had previously been studied using semi-empirical methods [26, 27, 28],
MCDHF methods [29, 30] and relativistic coupled cluster methods [31] with
reported transition energies ranging from 0.0 to -8000 cm−1 leaving consider-
able uncertainty as to the character of the ground state. As yet there are no
experimental data. The computed interval E(2D3/2 −2P o

1/2) was -1298 cm−1

when only 5f VV and CV correlation was included; 6p CV correlation changed
this to +1399 cm−1; the final result, after including 5d, 6s correlations, was
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-1127 cm−1. The final value of the E(2D3/2 −2P o
3/2) interval was 7010 cm−1,

establishing the 2P o
1/2 level as the ground state. The results are in reasonable

agreement with the relativistic coupled cluster calculations [31].

8.6 Relativistic atomic photo-ionization theory

The theory of atomic photo-ionization reviewed, for example, by Starace [32,
33] and Amusia [35], has been elaborated to investigate many-body effects,
especially near thresholds, revealed by autoionizing resonances, giant shape
resonances, polarization and double ionization. These developments have gone
hand-in-hand with new experimental techniques involving high-intensity laser
sources and synchrotron radiation sources. Photoelectron spectroscopy has
been used to partition total cross sections into contributions from different
channels, and measurements of the angular distribution asymmetry parame-
ter β and of spin-polarization serve to provide more detail on the mechanisms
involved. The theoretical accounts are primarily nonrelativistic and any men-
tion of relativistic effects in [32, 33, 35] is confined to the influence of spin-orbit
coupling.

Formulae for the photo-ionization cross sections of the ground states of
Dirac hydrogenic atoms were first presented in 1935 [36] with application to
inner shells of heavy elements such as Pb and Hg. Spin-orbit effects at high
atomic numbers motivated development of a more general relativistic theory
of atomic photo-ionization by Walker and Waber [38]. This section presents a
modernized version of their jj-coupling one-electron theory. The initial state
of the target can be written

|Θi〉 =
∑
f,a

(−1)∆aN1/2
a (Ta{|T̃a) Ra(Θi, Φf )

×
∑

˜M,ma

|Φf 〉 ⊗ |ψa(r)〉 〈J̃M̃jama |JiMi〉. (8.6.1)

The photoelectron, angular quantum numbers ja,ma, is initially one of the
Na electrons in the subshell state Ta and its removal leaves Na − 1 electrons
in the subshell state T̃a. The ionized atom is left in the state Φf , with angular
momentum quantum numbers J̃ , M̃ , and (8.6.1) expresses the channel state
|Θi〉 as a linear combination of final channel states using the parentage scheme.
The first line of the formula takes care of the anti-symmetrization with with
respect to all N + 1 electrons and Ra(Θi, Φf ) deals the angular recoupling
involved when extracting a single electron from the many-electron state |Θi〉.
As in nonrelativistic photo-ionization theory [32, 33] the final scattering state
in which the atom is left in a particular state Φf can be written
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|Ψ−
f 〉 = (

√
2π
∑
km

[j]1/2Dj ∗
m,σ(Ω)

×
{
ile−iδk |Θf,k,m〉+ 2σi l+1e−iδ−k |Θf,−k,m〉

}
. (8.6.2)

This is a linear combination of channel functions Θf,κ,m,

〈r |Θf,κ,m〉 = |Φf 〉 ⊗ ψε,k,m(r),

which are products of final N -electron states with Dirac partial waves

ψε,κ,m(r) =
(

Pε,κ(r)χκ,m(θ, ϕ)
iC(p )Qε,κ(r)χ−κ,m(θ, ϕ)

)
,

As in (3.2.26), the radial amplitudes must be normalized with respect to
energy, and have the asymptotic form

Pε,κ(r) ∼ N sin
(
p r + ν ln 2p r − 1

2
l π + δκ

)
,

Qε,κ(r) ∼ N sin
(
p r + ν ln 2p r − 1

2
l π + δκ

)
where δκ is given by (3.3.36), η = sgn κ, and

N = (πcC(p ))−1/2, C(p ) =
cp

|E|+ c2 , l = j + η/2, l = j − η/2.

In the nonrelativistic limit, C(p ) ∼ p /2c, and N ∼ (2/πp )1/2 in agreement
with [32, Equation (4.24)]. The notation Ψ−

f indicates that the coefficients
of (8.6.2) have been chosen so that the electron scattering state represents
asymptotically an outgoing (Coulomb modified) plane wave in the direction
Ω = p / p with helicity σ together with incoming spherical waves: a time-
reversed version of (3.4.24). The scattering phases e−iδκ , which must take
account of both the Coulomb interaction and atomic effects, suppress outgo-
ing spherical wave components. For both signs of κ, the Dirac partial waves
transform under the same irreducible representation Dj , and the rotation ma-
trices Dj

m,σ(Ω) ensure that the outgoing electron emerges in the direction
Ω instead of along the axis of quantization as in the unrotated expression
(3.4.24).

This closely resembles the wavefunction adopted by Walker and Waber [38,
Equation (2.5)] from Akhiezer and Berestetskii [39, Equation (14.5’)]. Akhiezer
and Berestetskii used a four-component starting point [39, Equations (10.9),
(10.9’)] but, for reasons explained in §3.4.2 in connection with relativistic scat-
tering by a point charge, they only retain two components in their equation
(14.5’). The four-component form is preferable to avoid ambiguity.

8.6.1 The differential cross-section for photo-ionization

Using the methods of §8.1 and §8.2, the transition matrix element derived
from (8.6.1) and (8.6.2) is



454 8 Atomic properties

〈Ψ−
f |Aq |Θi〉 =

√
2π
∑
κm

∑
˜M,ma

da(Θi, Φf ) 〈J̃M̃jama |JiMi〉 (8.6.3)

×i−l[j]1/2Dj
m,σ(Ω)

(
m L ja
j q ma

)
(j ‖CL ‖ ja)RL

ε (κ, κa, σ)

where q = 0,±1, defined by (8.1.11), specifies the polarization of the incident
photon and

RL
ε (κ, κa, σ) =

1
2
[(1 + η)− 2i σ(1− η)]eiδκML

ε (κ, κa), (8.6.4)

where η = sgn κ == ±1. The radial integrals ML
ε (κ, κa) are defined respec-

tively by (8.2.12) for magnetic multipoles and (8.2.13) for electric multipoles
(in an arbitrary gauge). For many applications we need only consider electric
dipole (E1) transitions, but in general several multipoles may contribute for
high energy processes, and in this case it is necessary to remember that, for ex-
ample, M1 and E2 transitions have similar selection rules and the amplitudes
will interfere. The factor

da(Θi, Φf ) = (−1)∆aN1/2
a (Ta{|T̃a) Ra(Θi, Φf ).

contains information about the angular recoupling in going from the initial
state of the atom to the final state as well as about the parentage.

For a single channel, the differential cross-section for photo-ionization is
proportional to the squared transition amplitude

|〈Ψ−
f |Aq |Θi〉|2

= 2π
∑
LL′

∑
κκ′

∑
mm′

∑
mam′

a

∑
˜M ˜M ′

〈J̃M̃jama |JiMi〉〈JiMi | J̃M̃ ′jam
′
a〉

×
(
j q ma

m L ja

)(
m′ L′ ja
j′ q ma

)
Dj

m,σ(Ω)Dj′ ∗
m′,σ(Ω)

× |da(Θi, Φf )|2 il′−l[j, j′]1/2 (j ‖CL‖ ja)(j′ ‖CL′
‖ ja)

×RL
ε (κ, κa, σ)RL′ ∗

ε (κ′, κa, σ) (8.6.5)

This can be put in a form in which the dependence of the differential cross
section on the polarization, q = 0,±1, of the incident photon and on the
helicity, σ = ±1/2 of the photoelectron is more transparent by first writing

∑
mm′

(
j q ma

m L ja

)(
m′ L′ ja
j′ q ma

)
Dj

m,σ(Ω)Dj′ ∗
m′,σ(Ω) =

∑
ν

(−1)q

(
L L′ ν
−q q 0

)
(−1)j−σ

(
j j′ ν
−σ σ 0

)
× (−1)ja−j [ ν ]

{
L′ j′ ja
j L ν

}
Pν(cosΘ) (8.6.6)
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where Θ is the angle of scattering and Pν(x) is a Legendre polynomial. Using
(A.4.21) for the reduced matrix elements of CL, averaging over initial projec-
tions and summing over final projections gives the differential cross-section

dσq(p )
dΩ

=
2πα
ω

(2J̃ + 1)(2ja + 1)
2Ji + 1

|da(Θi, Φf )|2

×
∑
LL′

∑
κκ′

∑
ν

il
′−l[j, j′, ja, ν]

{
L′ j′ ja
j L ν

}
Pν(cosΘ)

× (−1)q

(
L L′ ν
−q q 0

)∑
σ

(−1)j−σ

(
j j′ ν
−σ σ 0

)
×
(
j L ja

1/2 0 −1/2

)(
ja L′ j′

1/2 0 −1/2

)
×RL

ε (κ, κa, σ)RL′ ∗
ε (κ′, κa, σ). (8.6.7)

We recover the one-electron model considered by Walker and Waber [38] by
setting J̃ = 0, Ji = ja and omitting the factor |da(Θi, Φf )|2. As they noted,
the angular terms with ν > 0 will involve interference between multipoles. The
dependence on the photon spin q and the helicity of the outgoing electron is
entirely contained in the 3j-symbols on the third line of the formula.

Table 8.6. Electric dipole selection rules.

R1
ε (κ, κa, σ) �= 0 when j = ja − 1 ja, ja + 1

κa la κ j l

−(ja + 1
2 ) ja − 1

2 −(ja − 1
2 ) ja − 1 la − 1

ja + 1
2 ja la + 1

−(ja + 1
2 ) ja + 1 la + 1

ja + 1
2 ja + 1

2 ja − 1
2 ja − 1 la − 1

−(ja + 1
2 ) ja la − 1

ja + 1
2 ja + 1 la + 1

j = ja − 1 only if ja > 1
2 .

8.6.2 Low energies: the electric dipole case

The selection rules for electric dipole radiation, derived from Table 8.1, will
be found in Table 8.6. Only L = L′ = 1, so that the triad {L,L′, ν} in the
3j-symbol in (8.6.7) restricts the values of ν to 0,1,2 only. The total cross-
section requires ν = 0 only, and then j = j′, so that integrating over solid
angles gives.
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σq(p) =
8π2α

3ω
(2J̃ + 1)(2ja + 1)

2Ji + 1
|da(Θi, Φf )|2

× (2ja + 1)
∑

κ

(2j + 1)
(
j 1 ja

1/2 0 −1/2

)2 ∣∣R1
ε (κ, κa, 1/2)

∣∣2 , (8.6.8)

because j = j′ and k = k′ when ν = 0. Inserting algebraic values for the
3j-coefficients gives

σq(p ) =
8π2α

ω

(2J̃ + 1)(2ja + 1)
2Ji + 1

|da(Θi, Φf )|2

× (2ja + 1)
{

(2ja − 1)
12ja

|R1
ε (ηa(|κa| − 1), κa, 1/2)|2

+
1

12ja(ja + 1)
|R1

ε (−ηa|κa|, κa, 1/2)|2

+
(2ja + 3)
12(ja + 1)

|R1
ε (ηa(|κa|+ 1), κa, 1/2)|2

}
, (8.6.9)

in agreement with Walker and Waber [38]. In the long wavelength limit ω → 0,
it is only necessary in most cases to retain the leading term in the expansion
of the spherical Bessel functions when evaluating radial integrals, neglecting
powers O(ωr/c)2 and higher [2]. In the Coulomb (velocity) gauge (with pa-
rameter G1 = 0) this gives

R1
ε (κ, κa, σ) =

1
2
[(1 + η)− 2i σ(1− η)] eiδκ

× ic
∫ ∞

0
[(κ− κa − 1)P ∗

εκ(r)Qa(r) + (κ− κa + 1)Q∗
εκ(r)Pa(r)] dr. (8.6.10)

In the Babushkin (length) gauge (with parameter G1 =
√

2) we find

R1
ε (κ, κa, σ) =

1
2
[(1 + η)− 2i σ(1− η)] eiδκ

× i ω
∫ ∞

0
(P ∗

εκ(r)Pa(r) +Q∗
εκ(r)Qa(r)) r dr, (8.6.11)

so that
|R1

ε (κ, κa, σ)|2 = ω2〈r〉2εκ,a, (8.6.12)

where
〈r〉εκ,a =

∫ ∞

0
(P ∗

εκ(r)Pa(r) +Q∗
εκ(r)Qa(r)) r dr.

differs from the nonrelativistic dipole length matrix element by terms of order
1/c2 whilst (8.6.10) stands in a similar relationship to the nonrelativistic dipole
velocity matrix element. It is common to use the notation Rj for the matrix
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elements of (8.6.10) or (8.6.11) [38]. In the one-electron approximation, the
nonrelativistic limit of (8.6.9) is

σq(p ) → 8π2α

3ω
(2ja + 1)

{
laR

2
la−1 + (la + 1)R2

la+1

2la + 1

}
(8.6.13)

where, following [32, Equation (9.15)], we write Rl for the nonrelativistic
dipole radial matrix element

8.6.3 Angular distributions and polarization parameters for a
single channel

The differential cross-section (8.6.7) when averaged over initial polarizations
gives no contribution for ν = 1 so that all asymmetry is due to the term with
ν = 2 for which

(−1)q

(
1 1 2
−q q 0

)
=

{
2/
√

30 for q = 0,
−1/

√
30 for q = ±1.

The differential cross-section for light polarized along Oz (q = 0) is therefore

dσq(p )
dΩ

=
σq(p )

4π
(
1 + β P2(cosΘ)

)
, (8.6.14)

and, if the light is circularly polarized (q = ±1), then

dσq(p )
dΩ̂

=
σq(p )

4π

(
1− 1

2
β P2(cosΘ

)
. (8.6.15)

Substituting algebraic values and making use of the notation of (8.6.12)
gives [38, Equation (4.2)]

β =
{

(2ja − 3)(2ja − 1)
48j2a

|Rja−1|2 −
(2ja − 1)(2ja + 3)

48j2a(ja + 1)2
|Rja |2

+
(2ja + 3)(2ja + 5)

48(ja + 1)2
|Rja+1|2 −

(2ja − 1)(2ja + 3)
8ja(ja + 1)

[�(Rja−1R
∗
ja+1)]

+
(2ja − 1)

8j2a(ja + 1)
[�(RjaR

∗
ja−1)] +

(2ja + 3)
8ja(ja + 1)2

[�(RjaR
∗
ja+1)]

}
÷
{

2ja − 1
12ja

|Rja−1|2 +
1

12ja(ja + 1)
|Rja

|2 +
2ja + 3

12(ja + 1)
|Rja+1|2

}
.

(8.6.16)

Modern experimental work involving photo-ionization aims to measure
more than just total or differential cross-sections. The ability to prepare inci-
dent photons or electrons in almost pure initial states (monochromatic beams
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of collision partners) must be matched by detailed analyses of the final states.
So far, there has been no complete analysis published within the jj-coupling
relativistic framework used in this section, in which the differential cross-
section for photo-emission is defined for given photoelectron helicity σ = ±1/2
in the direction p. In the nonrelativistic theory, the channels are specified by
labels

α = naJasKlJM,

where Ja is the total angular momentum of the residual ion coupled to the
photoelectron spin, s, to give a resultant K that in turn is coupled to the
orbital angular momentum l of the photoelectron to give the final channel
angular momentum labels JM , whilst na represents any additional quantum
numbers that may be required. Jacobs [40] gives general expressions for both
angular distribution and polarization parameters. Bartschat [41] considers a
wide range of experiments in which either the projectile or the target are
observed alone or are detected in coincidence in terms of a general density
matrix formalism. His treatment of photo-ionization is based on the same
coupling scheme as is used by Jacobs.

8.6.4 Other aspects of photo-ionization

The treatment of this section assumes that there is a single outgoing electron
in a specific state. Channel coupling effects, which we shall discuss in Chapter
9, are therfore ignored. Nevertheless, there are still many physical problems
to which the theory can be applied. Gauge dependence remains a problem for
electric multipole transitions, just as it does with line transitions, particularly
as the present formulation ignores orbital relaxation. Practical calculations
require the ability to generate Dirac radial wavefunctions in the continuum
numerically; see §9.1.

The relativistic random phase approximation (RRPA), which is discussed
in §9.10, is formally gauge independent, at least when the first order wave
function is expanded in a complete set of states. Practical calculations must
have a finite termination, so that numerical results are inevitably gauge de-
pendent to some extent. The RRPA is basically a single particle theory, but
allows for coupling between different outgoing channels. Its relative simplicity
has made it the most popular approach to photo-excitation and -ionization.
A recent multi-channel version (MCRRPA), which has been worked out in
detail for two active electrons, has not yet been much used.

The relativistic R-matrix method can also be applied to photo-ionization
calculations, §9.5, though it is less well developed than the RRPA. The R-
matrix formalism takes full account of channel coupling, and allows description
of a wide range of continuum processes. The computational procedures have a
good deal in common with bound state calculations, and the DARC relativistic
R-matrix code is able to make use of many GRASP modules. The different
approachs are compared in Chapter 9.
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8.7 Hyperfine interactions

The nuclear charge density distribution is often nonspherical, and its charge-
current density distribution will then generate nonspherical electromagnetic
perturbations to the dominant Coulomb field. These interact with the orbital
electrons to give the spectrum its hyperfine structure. The nonrelativistic the-
ory is outlined, for example, by Fischer [42, Chapter 8] who describes how to
apply the MCHF method to estimate the splittings. A relativistic formulation
for one-electron atoms was given by Schwartz [43], later extended to many-
electron atoms by Armstrong [44] and Lindgren and Rosén [45, 46], both of
whom present a reduction to nonrelativistic effective operators; we shall not
discuss this reduction here.

The contribution of hyperfine interactions to the Hamiltonian may be writ-
ten in the generic form

Hhfs =
∑
k≥1

Tk ·Mk (8.7.1)

where Tk and Mk are spherical tensor operators of rank k in the spaces of
electronic wavefunctions, |γJMJ〉 and nuclear wavefunctions |νIMI〉 respec-
tively. This effective Hamiltonian is obtained fom a multipole expansion of
the nuclear electromagnetic field [44, Chapter IV], [45, §II.2] [46]. Outside
the nucleus, the nuclear charge distribution generates a scalar potential

Φ(r) =
1

4πε0

∑
k

r−k−1Ck ·Qk (8.7.2)

where
Qk = 〈νII |

∑
qr′

kCk
0(θ′, ϕ′) | νII〉

is the generalized electric multipole moment of the nucleus. The field inside
the nucleus is usually ignored. The nucleus has no electric dipole moment in
the absence of parity-violating weak interactions, §1.5.4, and the first non-zero
nuclear moment is a quadrupole Q:

1
2
Q = 〈νII | r2C2

0(θ, ϕ) | νII〉. (8.7.3)

This is associated with the quantized electron operator

T2 =
∑
α,β

aα
† 〈α | t2 |β〉 aβ , t2 = −C2(θ, ϕ)/r3 (8.7.4)

The magnetic vector potential is derived from the nuclear internal currents.
The magnetic multipole tensors are

Mk = µN 〈νII |
∑

∇ (rkCk(θ, ϕ)
)
·
(

2
k + 1

gll + gss
)
| νII〉, (8.7.5)
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where gl and gs are respectively the orbital and spin g-factors of the nucleons
and µN = µB/M is the nuclear magneton. The most important case is the
magnetic dipole, for which

M1 = µ (8.7.6)

and

T1 =
∑
α,β

aα
† 〈α | t1 |β〉 aβ , t1 = − i

c
α · (l C1)(θ, ϕ)/r2. (8.7.7)

All interactions are in atomic units.
The complete atomic Hamiltonian, H = H0 + Hhfs, commutes with the

total angular momentum F = J + I but not with the electronic angular mo-
mentum J and the nuclear spin I separately, so that the eigenstates of H can
be classified in terms of the quantum numbers J, I, F,MF :

|γνJIFMF 〉 =
∑

MI ,MF

|γJMJ〉 ⊗ |νIMI〉 〈JMJ , IMI |JIFMF 〉 (8.7.8)

The hyperfine interaction (8.7.1) is very weak, so that a perturbation treat-
ment starting with free atom eigenfunctions is a good first approximation.
The complete Hamiltonian is diagonal with respect to F,MF , so that each
term of (8.7.1) will give a contribution

〈γνJIFMF |Tk ·Mk | γνJIFMF 〉.

Using (B.3.164), this reduces to

Ek(JIF ) = (−1)J+I+F

{
I J F
J I k

}
〈γJ‖Tk ‖γJ〉 〈νI‖Mk ‖νI〉. (8.7.9)

This can be reduced to simple algebraic expressions in terms of the parameters
I, J and C = F (F +1)−J(J+1)−I(I+1) for the two cases of most interest:

EM1(JIF ) =
1
2
A(J, J)C, (8.7.10)

and

EE2(JIF ) = B(J, J)
3
4C(C + 1)− I(I + 1)J(J + 1)

2I(2I − 1)J(2J − 1)
. (8.7.11)

The hyperfine interaction constants A,B are given by

A(J, J) =
µI

I

1
[J(J + 1)(2J + 1)]1/2 〈γJ‖T1 ‖γJ〉, (8.7.12)

and
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B(J, J) = 2Q
[

J(2J − 1)
(J + 1)(2J + 1)(2J + 3)

]1/2

〈γJ‖T2 ‖γJ〉. (8.7.13)

The electronic reduced matrix elements in many-electron systems can be eval-
uated using (6.10.17); for the ASF ΓJπ, we have

〈ΓJπ‖Tk ‖ΓJπ〉 =
∑
rs

crΓ
†csΓ 〈γrJ

π‖Tk ‖γsJ
π〉 (8.7.14)

where γr labels the r-th CSF, and the CSF matrix elements are

〈γrJ
π‖Tk ‖γsJ

π〉 =
∑
α,β

dk
α,β(rs) 〈nακα‖ tk ‖nβκβ〉. (8.7.15)

In the M1 case, the levels predicted by (8.7.10) are uniformly spaced with
adjacent levels split by the Landé interval

∆EM1(JIF ) = A(J, J)F.

Hyperfine splittings are normally very small in relation to intervals between
fine structure and other levels. For formulas relating to the M3 (magnetic
octupole) and E4 (electric hexadecapole) interaction, see [43, 44, 45, 46].

8.7.1 Hyperfine interactions in the many-electron atom

The hyperfine interaction is a single particle operator, and the first approxi-
mation, treated above, assumes that the wavefunction remains unperturbed.
However, it is well-known [44, Chapter V] that it is necessary to go beyond this
to make proper comparisons with experiment. Certainly, an accurate repre-
sentation of the electronic part of the interaction is essential to extract nuclear
moments from the measured hyperfine splittings. Alternatively, we can test
our understanding of atomic structure theory when reliable values of nuclear
moments are available. The nonrelativistic theory is often adequate in light
elements where relativistic effects scale like Z2, but it is now generally ac-
cepted that it is better to use a fully relativistic theory. This is particularly
relevant in hyperfine structure calculations because of the sensitivity of the
results to the behaviour of the wavefunction near the nucleus. To first order
in the hyperfine interaction, the perturbed wavefunctions are

|γνJIFMF 〉(1) = |γνJIFMF 〉+
∑
γ′J′

cγ′J′ |γ′νJ ′IFMF 〉, (8.7.16)

where

cγ′J′ =
〈γ′νJ ′IFMF |Hhfs | γνJIFMF 〉

EγJ − Eγ′J′
.

The sum is formally over all electronic states γ′J ′ with energy Eγ′J′ �= EγJ ,
but the biggest contributions come from fine structure levels in the same
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multiplet. The denominators corresponding to excitations from other atomic
states are usually unimportant and can be neglected. In this approximation,
we require the M1 off-diagonal elements

EM1(JIF, J ′IF ) = 〈γνJIFMF |T1 ·M1 | γνJ ′IFMF 〉, J ′ = J ± 1,

from which we get

EM1(JIF, (J − 1)IF ) =
1
2
A(J, J − 1)

× [(I + J + F + 1)(I + J − F )(−I + J + F )(I − J + F + 1)]1/2, (8.7.17)

where

A(J, J − 1) =
µI

I

1
[J(J + 1)(2J + 1)]1/2 〈γJ‖T1 ‖γ (J − 1)〉.

The E2 off-diagonal elements are similarly given by

EE2(JIF, J ′IF ) = 〈γνJIFMF |T2 ·M2 | γνJ ′IFMF 〉,

where J ′ = J ± 1, J ± 2,, and

EE2(JIF, (J − 1)IF ) = B(J, J − 1) [(F + I − 1)(F − I)− J2 + 1]

× [3(I + J + F + 1)(I + J − F )(−I + J + F )(I − J + F + 1)]1/2

2I(2I − 1)J(J − 1)
,

(8.7.18)
EE2(JIF, (J − 2)IF ) = B(J, J − 2)
×[6(I + J + F )(I + J + F + 1)(−I + J + F − 1)(I + J − F )]1/2

× [(I + J − F − 1)(−I + J + F )(I − J + F + 1)(I − J + F + 2)]1/2

2I(2I − 1)J(J − 1)(2J − 1)

The perturbed wavefunctions for hyperfine interaction require only CSFs gen-
erated by single excitations from the reference state either from valence sub-
shells or from the core. The latter give rise to what is known as core polar-
ization. A closed shell is spherically symmetric and contributes nothing to
magnetic or electric hyperfien structure. However, the open subshells polarize
the core through the Coulomb interaction, and this can have a big effect on
the hyperfine structure.

The restricted active space MCDHF approach has now been used on sev-
eral systems with considerable success. Bieroń et al. [47] studied the conver-
gence of the M1 and E2 hyperfine coupling constants in the lithium atom,
and compared the final results with other methods of calculation and with
experimental data for the three lowest states. SDT (single, double, triple)
substitutions from the reference DHF states were allowed to all orbitals with
n = 2, 3, 4, 5; s, p, d, f, g symmetries were permitted for n = 6 and h orbitals
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were excluded. SD substitutions were permitted for n ≥ 7 so that the final
AS included 15s, 12p, 9d, 6f , and 3g orbital layers. This kept the total num-
ber of CSFs below 4500, a convenient maximum for the computers available.
Additional CI calculations were used to assess the error in this restricted cal-
culation. The small effect of the Breit interaction and of the normal mass
shift (NMS) and specific mass shift (SMS) were included in the total, along
with a post-SCF estimate of the second-order vacuum polarization and the
electron self-energy, neither of which contributed signifcantly to the hyperfine
constants. Table 8.7 summarizes some of the results from this paper, including

Table 8.7. Diagonal hyperfine constants for the 1s22s 2S1/2, 1s22p 2P1/2 and
1s22p 2P3/2 states of 7

3Li. From [47, Table V] with permission. Copyright 1996 by
the American Physical Society.

A (Mhz) B (Mhz)

Method 2S1/2
2P1/2

2P3/2
2P3/2 Ref.

MCDHF 401.71 45.99 -3.106 -0.2190 [47]
MCHF 401.71 45.94 -3.098 -0.2148 [48]
CCSD 400.903 45.789 -2.879 -0.2160 [49]
RMBPT 402.47 45.96 -3.03 -0.2162 [50]

Expt. 401.752043 [51]
Expt. 45.914(25) -3.055(14) -0.221(29) [52]

experimental values for 2S1/2 by the atomic-beam magnetic resonance tech-
nique [51] and also for 2P1/2 and 2P3/2 states by the optical double-resonance
method [52]. The agreement with the experimental A for the ground state is
at the 0.01% level, and this improves to 0.003% when l-extrapolation is used
to correct for higher angular momenta, indicating that the calculation is close
to the MCDHF limit.

More recent calculations have been more ambitious, Bieroń et al. [53],
used the measured electric quadrupole hyperfine constants for the 4d5s2 2D3/2
and 2D5/2 levels to extract the nuclear quadrupole moment of the unstable
64-h 90

39Y isotope. A sequence of EOL calculations was performed in which
the active set was enlarged systematically as previously described. The single
CSF spectroscopic calculation gave estimates Q = −0.1368 b and -0.1384 b
for the quadrupole moment for the 3/2 and 5/2 levels respectively. The first
two stages of refinement changed these estimates by up to about 50% before
converging to -0.1233 b for J = 3/2 (1580 CSFs) and -0.1257 b for J = 5/2
(1991 CSFs) after 5 or 6 stages in which only single substitutions from the
reference CSF were allowed. Adding double substitutions from 4pd5s shells
reduced these estimates to -0.1130 b (5008 CSFs) and -0.1181 b (5799 CSFs)
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respectively, and allowing further double substitutions from the n = 3 shell
(13519 and 15782 CSFs) gave - 0.1118 b and -0.1160 b. Using these last results
as a way of estimating the error of the calculation gave the final result Q =
−0.125(11) b, about 20% smaller than a previously computed semi-empirical
value Q = −0.155(3) b. Bieroń et al. [54] performed a similar calculation for
the 3d24s 2D3/2 and 2D5/2 and the 3d3 2G7/2,9/2 and 2P3/2 levels of 49

22Ti. The
average of these five calculations, each requiring around 5000 to 6000 CSFs,
was 0.247(11) b, in good agreement with most other recent estimates using
different methods to model the electronic contribution.

8.8 Isotope shifts

The spherically symmetric part of the nuclear charge distribution and the
nuclear motion are responsible for the isotope shifts of atomic energy levels
and transition energies. Whilst the effect of isotope dependence of the nu-
clear charge distribution is easy to model, motion of the nucleus is much more
problematical. The difficulties of constructing a classical relativistic model
of even a two-body system [55] are considerable, and the situation in rela-
tivistic quantum mechanics is even less satisfactory [56]. The nuclear motion
in complex atoms is essentially nonrelativistic, and all practical calculations
which model nuclear recoil have been modelled on the standard nonrelativistic
treatment [42, Chapter 8].

8.8.1 Nuclear motion

In nonrelativistic quantum mechanics, nuclear motion contributes to level
energies through the normal mass shift and the specific mass shift. Referred
to the centre of mass (CMS) frame, the kinetic energy be expressed as [42,
pp. 152–153]

Tcms =
1
2µ

N∑
i=1

p2
i +

1
A

N∑
i<j

pi · pj . (8.8.1)

where A is the nuclear mass in atomic units, µ = mA/(m+A) is the reduced
mass, and pi the momentum of the i-th electron relative to the centre of mass.
The second term gives the specific mass shift, which we consider below. The
replacement of the rest mass, m, of the electron by the reduced mass, µ, in
(8.8.1) has two effects: first the energy of the atom with mass A, EA, is scaled
so that

EA =
µ

A
E∞ =

A

A+m
E∞

where E∞ is the energy for infinite mass, and internal lengths are scaled so
that r → ρ = µr/m. The normal mass shift is then defined as the difference

Enms
A = EA − E∞ = − m

A+m
E∞
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and is easily accounted for by introducing the finite mass Rydberg constant

RA =
A

A+m
R∞

to convert from atomic units to laboratory units (cm−1). The correction to
the kinetic energy can be written to lowest order in m/A as

Tnms = − 1
A
Snms, Snms =

∑
i=1

1
2
p2

i (8.8.2)

The SMS92 module [57] of GRASP92 computes this by replacing each term
p2

i /2 by the corresponding Dirac “kinetic energy”, given by (6.3.9) with the
potential set to zero:

Inms(a, b) = δκaκb

∫ ∞

0
cQ∗

γa,κa
(r)
(
d

dr
+
κb

r

)
Pγb,κ(r) (8.8.3)

−c P ∗
γa,κa

(r)
(
d

dr
− κb

r

)
Qγb,κb

(r)− 2mc2Q∗
γa,κa

(r)Qγb,κb
(r) dr.

The matrix element of Snms in the CSF basis, in the notation of (6.10.2), can
then be written [57, Equation (36)]

〈TM |Snms|T ′M ′〉 =
∑
αβ

tTT ′(αβ) Inms(α, β) (8.8.4)

The rest of (8.8.1), the specific mass (or mass polarization) correction is

Tsms =
1
A
Ssms, Ssms =

N∑
i<j

pi · pj . (8.8.5)

The orbital angular momentum reduced matrix elements of p, (B.3.152), are

(l ‖p ‖ l′) = −i
(
d

dr
− l(l + 1)− 2− l′(l′ + 1)

2r

)
(l ‖C1 ‖ l′). (8.8.6)

From a relativistic viewpoint, this is an even operator, in the sense of (6.2.5),
so that the Dirac matrix elements will be, as in (6.2.11),

(βκ ‖p ‖βκ′) = −iV(γ βκ, γ′ βκ′)(βκ ‖C1 ‖βκ′), (8.8.7)

where β = ±1 labels the large and small components, and V(γ βκ, γ′ βκ′) is
the Vinti integral

V(γ βκ, γ′ βκ′) = (8.8.8)∫ ∞

0
R∗

γ,βκ(r)
(
d

dr
− βκ(βκ+ 1)− 2− βκ′(βκ′ + 1)

2r

)
Rγ′,βκ′(r) dr
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The selection rules (6.2.13) require that j = j′, j′±1, with j+j′ odd if η = −η′

and even otherwise. Ssms is a scalar operator with a similar structure to the
k = 1 multipole of the Coulomb interaction, (6.4.4). Thus, in the notation of
(6.10.2),

〈TM |Ssms|T ′M ′〉 =
∑
abcd

δJJ′δMM ′ v1TT ′(abcd) (8.8.9)

×
∑

β,β′=±1

V(na βκa, nc βκc)V(nb β
′κb, nd β

′κd).

8.8.2 Nuclear volume effect

The nuclear volume effect or field effect isotope shift is attributed to variation
of the spherically symmetric part of the nuclear charge density between differ-
ent isotopes of an element. The classic theory [58, 59] perturbs the Coulomb
potential of a point nucleus to give the expression

Efs =
2
3
πZρe(0) 〈R2〉 (8.8.10)

where ρe(0) is the electron density at the origin, and 〈R2〉 is the mean square
radius of the nuclear charge density. It was later realized that Efs is sensitive
to relativistic effects, leading directly to a shift from isotope A to isotope A′

of
∆Efs = c

[
QA

nκ P
A′
nκ − PA

nκQ
A′
nκ

]
r=Rnuc

(8.8.11)

where the Dirac radial components are evaluated just outside the nucleus at
radius Rnuc [60, 61, 62, 63]. Only s orbitals have a (nonrelativistic) finite
density at the origin and the s orbital density is all that is needed in this
approximation. In relativistic calculations, both s and p1/2 electrons have a
density that is unbounded as r → 0 in a hydrogenic model. The relativistic
electron density is finite for extended nuclei, and the SMS92 code therefore
evaluates CSF matrix elements [57, Equation (35),(38)]

〈TM |
N∑

i=1

δ(ri)|T ′M ′〉 =
∑
TT ′

tTT ′(ab) Ifs(a, b) (8.8.12)

where

Ifs(a, b) = lim
r→0

ρab(r), ρab(r) = (Pa(r)Pb(r) +Qa(r)Qb(r))/4πr2.

The above theories are essentially one-electron in character, but there has
been relatively little investigation of many-electron effects. A perturbation
analysis of the field effect in the DHF model [64] revealed that the change in
the DHF eigenvalue could be split into three parts:
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∆ε = ∆εB +∆εD +∆εE

where ∆εB the Broch term, is given by (8.8.11), ∆εD is a correction due to
the relaxation in the electron distribution leading to a change in the direct
SCF potential. The corresponding exchange correction, ∆εE , is tiny. This was
compared with the change in the eigenvalue calculated directly from DHF
calculations for the 144 and 150 isotopes of europium (Z=63). The results in

Table 8.8. Field effect eigenvalue shifts (cm−1) in DHF calculations for 144Eu -
150Eu. From [64] with permission.

∆ε ∆εB ∆εD Sum

1s 1257 1288 -30 1258

2s 162 168 -7 161
2p1/2 -2 7 -9 -2
2p3/2 -8 -8 -8

3s 35 36 -2 34
3p1/2 -1 2 -2 -1
3p3/2 -2 -2 -2
3d3/2 -2 -2 -2
3d5/2 -2 -2 -2

4s 8 8 -0 8

5s 1 1 -0 1

Table 8.8 have been rounded to the nearest wavenumber. The second column
shows the change in each orbital eigenvalue, which is dominated by the s con-
tribution and verifies the Broch approximation in the third column. Orbitals
with angular momentum greater than 3/2 give a negligible Broch shift. How-
ever, the next column reveals that relaxation of the electron distribution is
non-negligible, even for the higher angular momentum orbitals, and the total
of these columns agrees well with the DHF orbital shift in the second column.
The electron relaxation has never been taken into account in applications. A
study of the numerical errors shows that provided sufficient care is taken with
the numerical algorithms and the arithmetic is performed with sufficient pre-
cision, as it is on most computer platforms today, the direct shifts calculated
from such models are sufficiently accurate for practical purposes. A survey of
practical applications can be found in [34, §16.3].
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9

Continuum processes in many-electron atoms

A detailed understanding of the physics of electron-atom and photon-atom
collisions has been of use in many fields of application such as astrophysics,
plasma physics and controlled thermonuclear fusion, laser physics, isotope
separation, and surface science. Experiments have sought to reveal details of
the dynamics of a myriad of processes at a fundamental level. In this chap-
ter, we examine several topics in which a relativistic formulation is desirable.
Low-energy elastic scattering of electrons by heavy atoms was one of the ear-
liest of these to be investigated. At slightly higher energies, multi-channel
close-coupling methods have been popular, and we focus on relativistic gener-
alizations of the popular R-matrix method, both for electron-atom scattering
and for photo-excitation and ionization, as well as the relativistic random
phase approximation.

9.1 Relativistic elastic electron-atom scattering

Relativistic treatments of elastic scattering of electrons by heavy atoms
and ions attracted attention [1] at about the same time as relativistic self-
consistent field calculations [2]. Motz et al. [3] had surveyed a wide range of
approximate cross-section formulae and had discussed electron polarization
data at energies above 10 keV, whilst Kessler [4] had reviewed experimental
low-energy data on electron polarization. The use of Dirac wavefunctions was
arguably the most direct way to take account of spin-orbit effects in theoreti-
cal models [1]. It is now possible to make experiments to measure observable
quantities such as angular distributions and spin polarizations simultaneously,
posing new challenges to the theorist.

The basic Dirac formalism for potential scattering of electrons by atoms
was presented in §3.4.2. The asymptotic scattering wavefunction is given by
(3.4.25), so that the angular distribution of both upper and lower 2-spinors
has the form (3.4.26)
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F (θ, ϕ) =
(
f(θ)
g(θ)eiϕ

)
where1

f(θ) =
1

2ip

∞∑
k=0

{
(k + 1)

(
e2iδ−k−1 − 1

)
+ k
(
e2iδk − 1

)}
Pk(cos θ),

(9.1.1)

g(θ) =
1

2ip

∞∑
k=1

(
e2iδk − e2iδ−k−1

)
P 1

k (cos θ)

If P is the polarization of the incident electron beam, the polarization of the
outgoing electron is [5, Equation (3.75)]

P ′ = {[Pn + S(θ)] n + T (θ) P p + U(θ) (n× P p} /[1 + Pn S(θ)] (9.1.2)

where n is a unit vector perpendicular to the scattering plane, Pn = P .n is the
component of P in the direction of n, and P p = P −nPn is the component of
P in the scattering plane and θ is the angle of scattering. Kessler [5, Chapter 3]
gives a detailed analysis of the implications of this formula (see also Walker [1,
§2.3]). The angular amplitudes I(θ), S(θ), T (θ), U(θ), are defined by

I(θ) = |f(θ)|2 + |g(θ)|2, (9.1.3)
S(θ) = i [f(θ)g∗(θ)− f∗(θ)g(θ)] / I(θ), (9.1.4)
T (θ) = [ |f(θ)|2 − |g(θ)|2] / I(θ), (9.1.5)
U(θ) = [f(θ)g∗(θ) + f∗(θ)g(θ)] / I(θ). (9.1.6)

I(θ) gives the angular distribution for scattering of a longitudinally polarized
electron beam [5, p. 36]. The Sherman function S(θ), (3.4.33), is required
for scattering of a transversely polarized incident beam. When the incident
beam is unpolarized, the Sherman function gives the distribution of polariza-
tion perpendicular to the scattering plane [5, p. 42]. The quantities T (θ) and
U(θ) are needed to describe the scattering of an incident electron beam with
arbitrary incident polarization P [5, §3.3.3].

Because U2 + S2 + T 2 = 1, the vector

n = Ue1 + Se2 + Te3

lies on the unit sphere. The stereographic projection of n on to the equatorial
(x, y)-plane is the point associated with the complex number x− = x − iy
where

U = xζ, S = yζ, T = 1− ζ
and ζ = 1 − T = 2/(x2 + y2 + 1). Baylis and Sienkiewicz [6] have suggested
that the trajectories, x−(θ), may be more useful for comparing experimental
and theoretical results than a direct comparison of the parameters U(θ), S(θ),
and T (θ).
1 Walker [1] and Kessler [5] use the notation δ+k and δ−

k respectively for our δ−k−1

and δk.
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9.1.1 Model potentials

Following Walker [1], most calculations of elastic electron-atom scattering
have used relatively simple atomic models. Bound states have generally been
constructed at the (Dirac-)Hartree-Fock level, and the incident electron is
perceived to scatter off (D)HF direct and/or exchange potentials. This frozen-
core model is not sufficient: the scattering electron polarizes the atom, and
this in turn perturbs the motion of the scattered electron. There is extensive
literature dealing with studies of relativistic, exchange and polarization effects
at various levels of sophistication.

This is exemplified in a paper of Sienkiewicz [7], who used a relatively
simple DHF model to describe the dynamics of the continuum electron. He
writes equations (7.3.9) for the continuum radial orbital in the non-self-adjoint
form(

d

dr
+
κ

r

)
Pκ(r) =

[
2c+

1
c

(ε− Vfc(r)− Vpol(r))
]
Qκ(r) +XQ(r),

(9.1.7)(
d

dr
− κ

r

)
Qκ(r) = −1

c
(ε− Vfc(r)− Vpol(r)) Pκ(r)−XP (r),

where the frozen core direct potential Vfc(r) and the exchange potentials
XP (r) and XQ(r) are constructed as in §7.3. The polarization of the target
by the scattering electron is approximated by Vpol(r), which constitutes the
main correction to the frozen-core potentials. The model has two adjustable
parameters:

Vpol(r) = −1
2

αd r
2

(r3 + r30)2
, (9.1.8)

where αd is the static dipole polarizability, and r0 is a cut-off radius. In the
mercury calculation r0 = 3 a0 was chosen to match the p-wave shape resonance
at an energy of 0.4 eV [8], and the value αd = 44.9 a3

0 was taken from [9].

9.1.2 Computational issues

Linear multistep methods, some of which are described in Appendix B.6.3,
can be used to solve equations (9.1.7) by marching outwards from the nucleus.
The variant used in the mercury example, due to Sienkiewicz and Baylis [10,
Appendix 1], generates a solution out to some suitably large radius. For a
neutral atom, the asymptotic form of the large component is2

Pκ(r)/ r ∼ jl(kr) cos δκ − yl(kr) sin δκ (9.1.9)

where k = (2ε+ ε2/c2)1/2 is the relativistic momentum and l = j+1/2 η as in
§3.2.6. The relativistic effects on phaseshifts are most marked for low values
2 The notation nl(z) is used for yl(z) in [10].



474 9 Continuum processes

of l ≤ l0 (for suitable l0) and it is enough to use approximate nonrelativistic
phaseshifts to estimate the residual sum in equations (9.1.1). In the mercury
example, relativistic phasehifts were calculated to l0 = 6, and those for 6 <
l ≤ 50 used a nonrelativistic effective range formula due to Ali and Fraser [11],

tan δl = al αd k
2 + (bl αd + cl α′

q) k
4

based on a more elaborate polarization potential

Vpol(r) = −1
2

αd r
2

(r3 + r30)2
− 1

2
α′

q r
4

(r5 + r50)2

where α′
q = αq − 6β includes a dynamical correction to αd along with the

static quadrupole polarizability αq. The coefficients al, bl, cl are given in [11].
The k4 terms were ignored in [7].

This relatively simple scheme gave a very good account of the differential
cross-section at intermediate scattering angles from 50◦ to 150◦ in compar-
ison with absolute data from [12] at incident energies from 9.0 eV to 25.0
eV. It improved considerably on the early calculations made by Walker [1],
which were unable to reproduce the observed angular structure, and also on
those of Sin Fai Lam [13], who used a second-order relativistic perturbation
potential and nonrelativistic Hartree-Fock target wavefunctions. Sienkiewicz’s
polarization potential was probably responsible for much of the improvement.
The calculated angular distribution was also good at scattering angles down
to 10◦.

9.1.3 Other approaches

Several attempts have been made to elaborate this simple model with a
view to improving its performance. The polarized orbital approach pioneered
by Temkin [14, 15] has been applied, for example, by Szmytkowski and
Sienkiewicz [16], to elastic scattering from strontium and barium atoms at
energies up to 100 eV. Szmytkowski [17, 18] developed a relativistic version
of polarized orbital theory in which the continuum electron satisfies an equa-
tion [16, Equation 1] of the form (9.1.7). The presence of the continuum elec-
tron perturbs the target orbitals, and both direct and exchange polarization
potentials can be obtained by solving coupled equations for the orbital per-
turbations [17, 18]. Only the direct polarization potential was considered by
Szmytkowski and Sienkiewicz in [16].

More recently, Sienkiewicz, Fritzsche and Grant [19] proposed a multi-
configuration version based on GRASP. In this case, the (N + 1)-electron
scattering wavefunction can be written [20]
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Ψk(N + 1, JMΠ) = A
ma∑
a=1

cakΦa(N, JaMaΠa)uκama

+
md∑
j=1

djk φj(N + 1, JMΠ), (9.1.10)

where Φa(N, JaMaΠa) denotes a target CSF coupled to the wavefunction
uκama to form a state with total angular momentum quantum numbers J,M
and parity Π and the pseudo-state CSFs φj(N + 1, JMΠ) are intended to
account for polarization. This was applied in [20] to study the spin polarization
in elastic scattering from krypton at energies from 5 to 20 eV. Although these
calculations had mixed success, the method has the advantage of being an ab
initio, parameter-free, approach applicable to any closed or open-shell atom.

A package for elastic scattering of electrons and positrons by atoms, posi-
tive ions and molecules has recently been published by Salvat, Jablonski, and
Powell [21].

9.1.4 Determination of phase-shifts

The determination of phase-shifts is in principle straightforward provided the
numerical solution of the radial equations is carried out to a sufficiently large
radius, say R, at which only one or two terms of the asymptotic solution
are required. In the case of a free particle, this means that (9.1.9) can be
approximated by the leading term

Pκ(r) ∼ r
(
jl(kr) cos δκ − yl(kr) sin δκ

)
∼ k−1

{
sin
(
kr − 1

2
l π

)
cos δκ + cos

(
kr − 1

2
l π

)
sin δκ

}
= k−1 sin

(
kr − 1

2
l π + δκ

)
, (9.1.11)

whilst

Qκ(r) ∼ ηC(k).r
(
jl(kr) cos δκ − yl(kr) sin δκ

)
(9.1.12)

∼ ηC(k).k−1 sin
(
kr − 1

2
l π + δκ

)
.

where η = sgn κ and C(k) = ck/(ε + 2c2) =
√
ε/(ε+ 2c2) as in (3.4.23) and

(3.4.24). When the potential has finite range, the nonrelativistic Schrödinger
amplitude is given by a formula of the form (9.1.11) and, denoting differenti-
ation with respect to r by a prime, the logarithmic derivative

γ = P ′(r)/P (r)|r=R = k
jl

′(kR) cos δ − yl
′(kR) sin δ

jl(kR) cos δ − yl(kR) sin δ
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expresses the continuity of P (r) and its derivative at r = R. For an ion of
residual charge z, the Riccati-Bessel functions must be replaced by Coulomb
functions. By inverting this equation, we obtain

tan δ =
k j′l(kR)− γ jl(kR)
k y′

l(kR)− γ yl(kR)
. (9.1.13)

In the relativistic case, a similar argument gives

tan δκ =
k ηC(k) j l(kR)− γ′ jl(kR)
k ηC(k) y l(kR)− γ′ yl(kR)

, γ′ =
Qκ(R)
Pκ(R)

. (9.1.14)

Because for any Riccati-Bessel function,

k ηC(k) f l(kr) =
(
d

dr
+
κ

r

)
fl(kr),

when l = l − η, η = ±1, we can rewrite (9.1.14) in the form (9.1.13) by
substituting

γ = γ′ − κ/R. (9.1.15)

The accuracy of this result may be poor when the target atom or ion has
long-range potentials in r > R due to residual ionic charge or target polar-
ization, making it necessary to integrate out a very long way before reach-
ing the asymptotic region. A number of schemes for extracting phase-shifts
when this applies are discussed in Walker’s review [1, §3.1]. Szmytkowski and
Sienkiewicz [16, 18] suggest applying a relativistic version of the variable phase
method. One such approach in which, (B.6.14),

P (r) = A(r) r−κ sinφ(r), cQ(r) = A(r) rκ cosφ(r),

gives a pair of first order differential equations for the amplitude A(r) and
the phase angle φ(r), which proved useful for studying the nodal structure of
Dirac radial wavefunctions in §B.6.4. Szmytkowski [18] suggests using

Pκ(r) = x
(
jl(x) cos δκ(x)− yl(x) sin δκ(x)

)
,

(9.1.16)

Qκ(r) = xηC(k)
(
j l(x) cos δκ(x)− y l(x) sin δκ(x)

)
,

where x = kr, from which

dδκ(x)
dx

= −[cC(k)]−1V (x)
(
jl(x) cos δκ(x)− yl(x) sin δκ(x)

)2

−c−1C(k)V (x)
(
j l(x) cos δκ(x)− y l(x) sin δκ(x)

)2
. (9.1.17)

With the initial value of δκ(x) obtained from (9.1.14) at x = kR, the solu-
tion of (9.1.17) can be constructed by marching outwards until the value of
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the phaseshift δκ(x) has stabilized within the desired tolerance. Szmytkowski
tested this scheme on positron scattering from mercury [18], using a sixth-
order Adams predictor-corrector procedure, and found that it was necessary
to integrate out several hundred Bohr radii in the presence of long-range po-
larization potentials before reaching the asymptotic region in which δκ(x)
settles down. Szmytkowski has also presented a multi-channel variable-phase
algorithm [22], which generalizes the method of this section.

9.1.5 Summation of the partial wave expansion

In view of the slow convergence of partial wave expansions (9.1.1), Walker [1,
§3.4, §3.5] suggested employing some sort of acceleration scheme together
with simpler approximations to the phase-shift at large values of l. In studying
electron-atom scattering from mercury with a Hsrtree potential, he found that
it was necessary to use some 77 terms when determining f(θ) at an incident
energy of 2 keV. The spin-flip amplitude g(θ) required only 12 terms. At 100
eV only 24 and 8 terms respectively were needed. An elegant algorithm to
sum Legendre series due to Clenshaw [23] is described and analysed in [24,
§5.5].

9.2 Electron-atom scattering: the close-coupling method

9.2.1 Low-energy elastic and inelastic collisions

So far we have used a quasi-single particle model: the many-electron atomic
target has been treated as though it were an inert charge distribution whose
potential modifies the trajectory of the scattering particle. This basic model
was improved first to take account of the Pauli principle by using anti-
symmetric wavefunctions and then polarization potentials were added to
model the static distortion of the target charge distribution in the presence
of the scattering electron. At higher energies, new channels open in which
atomic electrons have been promoted to excited states. More elaborate mod-
els are clearly essential.

The close-coupling method uses a multi-configurational CSF expansion of
the wavefunction of an (N + 1)-electron system of the form (6.8.6):

|Γ, Jπ,M 〉 =
∑

γ

cΓ,γ | γ, Jπ,M 〉.

In order to apply this idea to scattering calculations [25, 47], we write the
wavefunction as

Ψ (JMΠ) =
∑
ij

cij A[Φi ⊗ ψj ](JMΠ) +
∑
m

dmΘ
(JMΠ)
m (9.2.1)
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where Φi is an N -electron target ASF; ψj(r) is an orbital wavefunction for
the scattering electron; A is the antisymmetrizer; and Θm represents localized
states of the (N +1)-electron system not included in the first sum. The terms
are coupled so that each has the same overall angular momentum and parity
quantum numbers J,M,Π. The index i labels the target states and j stands
for a complete set of quantum numbers of the continuum electron. If E is the
total energy of the system, then in each channel

E = Ei + ej , (9.2.2)

where Ei is the energy of the target state Φi, ej is the kinetic energy of the
scattering electron, whose squared momentum is

p2j = 2ej(1 + ej/2c2).

The one electron amplitudes ψj are of the usual central field type (3.2.4)

ψj(x) =
1
r

(
Pj(r)χκjm(θ, ϕ)
iQj(r)χ−κjm(θ, ϕ)

)
For open channels (ei > 0, the continuum solutions of §3.3.4 can be used. We
can write the amplitude in terms of the two standing wave solutions (3.3.34)
and (3.3.37)

sj(r) ∼ N ′
(
ωj sin ζj(r)
ω−1

j cos ζj(r)

)
, (9.2.3)

and

cj(r) ∼ N ′
(

ωj cos ζj(r)
−ω−1

j sin ζj(r)

)
(9.2.4)

respectively, where ωj =
[
(ej + 2c2)/ej

]1/4, and using the conventions of [48],

ζj(r) = pjr + νj ln 2pjr − ljπ/2 + δκj , (9.2.5)

with the Coulomb phase shift (3.3.36)

δκj = ρκj − σκj − πγj/2 + ljπ/2. (9.2.6)

Progressive spherical partial waves, (3.3.38), can be constructed from

e±
j (r) = cj(r)± isj(r) (9.2.7)

∼ N ′ exp(±iζj(r))
(

ωj

±iω−1
j

)
.

For closed channels (ej < 0) the asymptotic form is

bj(r) ∼ exp−{λj r + νj ln(2|λj |r)}, (9.2.8)
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where λj = +
√
−2ej(1 + ej/2c2), so that bj(r) decreases exponentially as

r →∞.
The scattering amplitude and cross section can be obtained with a knowl-

edge of the K-matrix, whose elements are defined by the asymptotic radial
scattering amplitudes as r →∞,

uij(r) ∼ si(r) δij + ci(r)Kij , (9.2.9)

when channel i is one of the nO open channels, and

uij(r) ∼ bi(r)K̃ij , (9.2.10)

when channel i is one of the nC closed channels. When all channels are open,
then K := [Kij ] is a square matrix of dimension nO, and the scattering matrix
S is defined by [25, Equation 45.17]

S =
I + iK
I − iK (9.2.11)

where I is the nO × nO identity matrix. The transition matrix T is defined
by

T = S − I =
2iK

I − iK . (9.2.12)

The labels J,Π are not given explicitly; the channels with different J,Π do
not interact unless an external field, for example, singles out some preferred
orientation for the system. The relation between the S and K matrices has to
be modified when some channels are closed; the nonrelativistic case has been
treated by Seaton [26].

The cross-section for excitation of a target state, Γi, Ji to some final state
Γf , Jf by an electron of energy E can be written [27],

σi→f (E) =
πa2

0

2p2(2Ji + 1)
Ωif (E) (9.2.13)

where the collision strength

Ωif (E) =
1
2
(2J + 1)

∣∣T JΠ
if

∣∣2 (9.2.14)

is a dimensionless quantity which is symmetric with respect to the interchange
of the initial state i with the final state f . The total collision strength can be
decomposed into partial collision strengths

Ωif (E) =
∑

J

ΩJ
if (E) (9.2.15)

where the sum is over all values of the total angular momentum J of the com-
bined target and scattering electron. The partial collision strength includes
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contributions from both even and odd parities. It is often necessary to go to
high values of J to converge the sum, and acceleration algorithms will then be
needed. The partial collision strengths are related to the T matrix elements
by

ΩJ
if (E) =

1
2

∑
κκ′

(2J + 1)
∣∣T J(ΓiJiκ, ΓfJfκ

′)
∣∣2 (9.2.16)

where κ, κ′ refer to the continuum orbital, and Γi, Γf refer to suppressed
quantum numbers of the initial and final atomic states respectively. The sum
runs over all open channels (states which can be excited by scattering electrons
of energy E), and over all couplings of the electron angular momentum with
N -electron states of the target.

9.2.2 The distorted wave approximation

In distorted wave calculations, the T matrix is approximated by writing

T J(ΓiJiκ, ΓfJfκ
′) = 4i 〈ΓiJiκ; J) | g |ΓfJfκ

′;J〉 (9.2.17)

where g denotes the electron-electron interaction potential. Most applications
of the relativistic distorted wave method to inelastic collisions have involved
highly stripped ions where channel interactions are unimportant and the col-
lision strengths are small enough to make the approximation acceptable. As
usual, the initial and final states can be expanded in terms of CSFs as in
(6.8.6),

|ΓJ κ;J〉 =
∑

γ

cΓγ |γJ κ;J〉. (9.2.18)

The T matrix elements can therefore be reduced to a sum of matrix elements
of the general form (6.9.23) and can be evaluated in the same way using
the relevant modules of GRASP or similar programs. In most applications,
considerable time can be saved by neglecting CSFs with very small expan-
sion coefficients. Whilst some highly forbidden transitions are sensitive to this
approximation, they do not play much of a role in the calculation of level
populations in the hot plasmas in which these ions are found, so that this
simplification is usually justified. See [27] for further information on the use
of electron scattering data in plasma modelling.

9.3 The relativistic R-matrix method

The (nonrelativistic) R-matrix method was first introduced by Wigner [28]
and Wigner and Eisenbud [29] to describe nuclear resonance reactions. Re-
views of subsequent developments in this field have been written by Lane
and Thomas [30], Breit [31], and Barrett et al. [32]. The same approach
has proved remarkably effective for studying a wide range of processes in
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atomic and molecular physics, particularly in the hands of Burke and co-
workers [33, 34]. Recent reviews of applications [34, 35] list electron-atom and
electron-ion excitation and ionization processes, electron-molecule scattering,
positron-atom and positron-molecule scattering, atomic and molecular photo-
ionization processes, atomic and molecular bound state energies and oscillator
strengths, atomic polarizabilities, atom-molecule reactive scattering, dissocia-
tive attachment and recombination processes, and atomic multiphoton pro-
cesses. R-matrix calculations have also played a major role in the preparation
of atomic data for the Opacity Project Collaboration [36] led by M. J. Seaton,
whose objective was to compute Rosseland Mean Opacities which determine
the flow of thermal radiation in stellar envelopes and interiors.

The bulk of this work has dealt with low-Z atoms so that, when relativistic
effects have been needed, a version of R-matrix theory using the Breit-Pauli
Hamiltonian (one-body mass-correction, Darwin and spin-orbit terms) [37,
38] has sufficed. A fully relativistic scheme is required for atoms in lower
rows of the Periodic Table. A Dirac R-matrix scheme was first formulated
by Goertzel [39] soon after the original paper by Wigner and Eisenbud [29]
and later by Chang [40, 41], Norrington and Grant [42], and Thumm and
Norcross [43, 44].

The R-matrix method for atomic processes assumes that the volume oc-
cupied by the N + 1 electrons can be divided into two regions separated by
the sphere r = a, where r is the coordinate of the scattering electron relative
to the target nucleus. The internal region r < a is assumed just large enough
to enclose the charge distribution of the target states. The wavefunction in
r < a must describe electron exchange and correlation effects, and will there-
fore be of the usual close-coupling type. The external region r > a is one in
which exchange effects can be neglected so that the scattered electron can be
considered to move in the asymptotic electric multipole potential field of the
target.

9.3.1 The radial Dirac equation on a finite interval

We begin by solving the eigenvalue problem on the internal region, specifcally
on the closed interval [r0, a]. The radial Dirac equation is put in the form

(T − ε) u(r) = 0, u(r) =
(
P (r)
Q(r)

)
, (9.3.1)

where
T = cJ

d

dr
+W (r), r0 < r < a,

and

J =
(

0 −1
1 0

)
, W (r) =

(
V (r) cκ/r
cκ/r −2c2 + V (r)

)
.

Appendix B.7 analyses the radial Dirac equation on a finite interval 0 < r0 ≤
r ≤ a < ∞. The elementary theory of differential systems shows that the
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initial value problem for equation (9.3.1) with a given u(r0) has a unique
continuous solution subject only to mild restrictions on the matrix W (r). The
eigenvalue problem supplements (9.3.1) with two-point boundary conditions

u(r0) = Mv, u(a) = Nv, (9.3.2)

where M and N are 2 × 2 matrices such that if Mv = 0 and Nv = 0,
then v = 0. We use T̂ to denote the operator T together with the boundary
conditions (9.3.2).

The operator T̂ is said to be Hermitian if

(u, T̂w) = (T̂ u, w), (u,w) =
∫ a

r0

u†(r)w(r) dr (9.3.3)

Theorem B.19 shows that the eigenvalues of T̂ are real, so that (9.3.3) holds
if, by Lemma 5.3, s(r) = cu†(r) J w(r) is independent of r and in particular if

s(r0) = s(a). (9.3.4)

By (9.3.2), this is equivalent to the condition M†JM = N†JN , for arbitrary
nonvanishing v. Because J† = −J , then (M†JM)† = −M†JM , so that when
M,N are real,

M†JM = N†JN = 0.

We can therefore decouple the boundary conditions at each end of the range
by choosing real rank-1 matrices M and N

M =
(

0 m
0 1

)
, N =

(
1 0
n 0

)
, (9.3.5)

where M operates only on the lower component of v and N only on the upper
component. The eigenvalues are determined by (B.7.16):

(N − Uε(R2)M) vε = 0,

where Uε(r) is the fundamental matrix solution of the initial value problem
(9.3.1) for parameter ε with the initial condition Uε(r0) = I, where I is the
identity matrix, and vε is determined by the eigenvalue equation up to an
overall normalization constant. Thus the eigenvalue depends on the ratio of
the two components of v but not on their absolute values and

uε(r0) =
(
Pε(r0)
Qε(r0)

)
, Pε(r0) = mv(2)ε , v(2)ε = NQε(r0),

uε(a) =
(
Pε(a)
Qε(a)

)
, Qε(a) = nv(1)ε , v(1)ε = NPε(a).

where N is the arbitrary normalizing constant. The eigenvalues are discrete
and nondegenerate (Theorem B.19). Theorem B.30, the main result of Ap-
pendix B.7, states that, when f(r) is a measurable (2-component) function,
the solution almost everywhere of the inhomogeneous equation
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(T − ε)u(r) = −f(r), r0 ≤ r ≤ a, (9.3.6)

subject to the boundary conditions (9.3.2) can be expanded in terms of the
eigenfunctions of (9.3.1) so that

u(r) ∼
∑

k

ck uk(r), ck =
∫ a

r0

u†
k(r)u(r) dr

converges uniformly and absolutely to u(r) on r0 ≤ r ≤ a.

9.3.2 Bloch operators

In the last section, we denoted the radial Dirac operator by T and used the
notation T̃ when it was augmented by boundary conditions at r = r0 and
r = a to make it self-adjoint. An alternative, suggested by Bloch [45] is to
incorporate the boundary condition explicitly by adding operators with sup-
port only on the boundary. For the 3-dimensional Dirac Hamiltonian (3.1.39)
for an electron, charge q = −e,

HD := cα · (p + eA) + βmc2 − eφ,

we find that ∫
V

[
φ† (HD ψ)− (HD φ)† ψ

]
dr (9.3.7)

= −ic
∫

V
∇ ·
[
φ†αψ

]
dr =

∫
∂V

[
φ†αψ

]
· ndS

where n and dS are the outward normal and surface element on the bounding
surface ∂V to the simple connected volume V . We restrict ourselves to the
case when V is a spherical shell bounded by surfaces at r = r0 and r = a.
Following Bloch’s lead, we define the Hermitian operator

ĤD = HD + L(a)− L(r0), (9.3.8)

where L(r) is a 4-component analogue of Bloch’s surface operator,

L(r0) = δ(r − r0)
c

2
[b(r0) + iα · er] ,

L(a) = δ(r − a) c
2

[b(a) + iα · er] .

The outward normal on r = r0 and r = a is er = r/r and b(r0) and b(a) are
arbitrary 4× 4 Hermitian matrices. It is straightforward to verify that∫

V

[
φ† (ĤD Ψ)− (ĤD φ)† ψ

]
dr = 0.
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This can be reduced to a more familiar form involving only radial operators
when A = 0 and −eφ = V (r). Using the methods of §3.2, assuming that ψ(r)
is written in the form (3.2.4), then

HD ψ(r)

=
1
r

⎛⎜⎜⎝
{

(mc2 + V (r)− E)P (r) + �c

(
−dQ
dr

+
κ

r
Q(r)

)}
χκm(θ, ϕ)

i

{
�c

(
dP

dr
+
κ

r
P (r)

)
+ (−mc2 + V (r)− E)Q(r)

}
χ−κm(θ, ϕ)

⎞⎟⎟⎠
(9.3.9)

Similarly, (3.2.13) gives

iα · er ψ(r) =
1
r

(
Q(r)χκm(θ, ϕ)

−iP (r)χ−κm(θ, ϕ)

)
(9.3.10)

Without loss of generality, we can choose b(r0) and b(a) to be block diagonal.
The off-diagonal blocks mix components of opposite parity, and can therefore
be discarded, whilst the diagonal blocks must be multiples of the identity
in order to preserve the angular structure. Thus the 2-component version of
(9.3.8) generalizing [45, Equation (7)] is

T̃ = T + l(a)− l(r0), l(s) :=
c

2
(b(s)− J) δ(r − s), (9.3.11)

where

J =
(

0 −1
1 0

)
, b(s) =

(
b+(s) 0

0 b−(s)

)
,

is the most general form of a radially reduced Hermitian Dirac operator on a
finite interval.

Following Bloch, we now note that the result of operating on a 2-
component trial function with T̃ − ε is to generate a function of the form
f(r)+Aδ(r−a)−A′δ(r− r0) where f(r) is a smooth function of r; the singu-
lar terms only contribute on the boundary and can be treated as independent
of values on the interior of the interval. Thus we have

(T − ε)u(r) = 0, r0 < r < a,

(9.3.12)
l(s)u(r) =

c

2
(b(s)− J) δ(r − s)u(r) = 0 at s = r0, a.

The boundary equations have nontrivial solutions if det (b(s)− J) = 0 that is
if b+(s)b−(s) + 1 = 0. Comparing this with the boundary conditions (9.3.5),
we see that

b−(r0) = −1/b+(r0) = m, b+(a) = −1/b−(a) = −n.
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The number m = P (r0)/Q(r0) is determined by the power series expansion
of the solution near the origin. We shall only deal with functions u(r) which
satisfy this condition, so that we shall not need to consider l(r0) again. On the
other hand, the value of n = Q(a)/P (a) is needed for matching to solutions
outside the R-matrix boundary r > a, and l(a) therefore plays an important
part in what follows.

9.3.3 The inner region, r ≤ a

Suppose that HN+1 is the Hamiltonian for the e-atom system,

HN+1 =
N+1∑
n=1

HDn +
∑
m<n

gmn (9.3.13)

where HDn is the Dirac operator for the n-th electron as in (9.3.9) with the
usual energy zero and gmn is the electron-electron interaction. The scattering
wavefunction, Ψ(E), for energy E in channel Γ ≡ γJM , where JM are the
total angular momentum quantum numbers associated with the channel and
γ denotes other identifying parameters, satisfies

(HN+1 − E)Ψ(E) = 0. (9.3.14)

on r0 < r < a. The boundary conditions at r = r0 are set by the power series
expansion about the origin. The boundary conditions at r = a are imposed
with the Bloch operator

LN+1 =
N+1∑
n=1

L(n)(a), L(n)(a) = δ(rn − a)
c

2
[bn(a) + iαn · er] . (9.3.15)

so that Ĥ = HN+1 + LN+1 is Hermitian on r0 ≤ r ≤ a. We rewrite (9.3.14)
formally as

ΨE = (Ĥ − E)−1LN+1ΨE (9.3.16)

so that when E is not an eigenvalue of Ĥ, the formal solution is obtained
by acting on the boundary values LN+1ΨE with the Hermitian resolvant op-
erator (Ĥ − E)−1. Introduce a set of orthonormal target eigenstates Φi and
eigenvalues EN

i so that

HN Φi = EN
i Φi, 〈Φi |Φj〉 = δij . (9.3.17)

These will normally have been constructed in a self-consistent field calculation
either using GRASP, or else in some form of CI calculation with Dirac orbitals
generated with a model potential. We adopt a close-coupling expansion of the
type (9.2.1) for the scattering wavefunction ΨE of the (N+1)-electron system,

ΨE =
∑

k

ΨkAkE , (9.3.18)
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where Ψk are eigensolutions of (9.3.14) satisfying the R-matrix boundary con-
ditions, so that

〈Ψk | H̃ |Ψk′〉 = Ekδkk′ (9.3.19)

where Ek is real. The diagonalization (9.3.19) produces eigensolutions of the
form

Ψk =
∑
ij

cijk Θij +
∑

j

dmkθm. (9.3.20)

We couple N -electron target states Φ with continuum Dirac orbitals ψ to form
the channel functions

Θ = A[Φ⊗ ψ ]JΠ
M =

∑
Mtm

A[Φ⊗ ψ] 〈J tM t, jm |JM〉. (9.3.21)

The channel index, i, corresponds to the coupling (J tj)J , with parity Π =
Πtπ, where π = (−1)l. The R-matrix algorithm defines an orbital basis, ψij ,
for the i channel satisfying the boundary conditions (9.3.15) on r = a with
energies εij . Those with εij > 0 correspond to open channels whilst those with
εij < 0 generate normalizable “capture” states. The “continuum orbitals” (it
is convenient to use this term for all ψij which are non-vanishing on r = a
whatever the sign of εij) must be orthogonal to the bound orbitals of the
same symmetry used to construct the target states. The θm are capture states
constructed in the same way, but with the continuum orbital replaced by a
true bound or pseudo-orbital. It will later be convenient to use the compact
notation of [46, Equation (7)])

Ψk =
∑

λ

ΘλVλk

for the sum (9.3.20), so that the scattering wave function (9.3.18) can be
written in matrix notation

ΨE = ΘV AE , (9.3.22)

where Θ is a row vector and AE a column vector.
The radial parts of the continuum orbital spinors ψij may be written

vij(r) =
(
Pij(r)
Qij(r)

)
, (9.3.23)

The radial spinors of symmetry κ are orthonormalized in the sense∫ a

r0

v†
ij(r)vij′(r) dr = δjj′ . (9.3.24)

The bound target orbitals are similarly denoted v(r); in this case v(r) is
effectively zero when r > a so that their normalization is unaffected by the
finite value of a. We construct the continuum orbitals by solving a set of
equations of the form (9.3.6),
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(T 0 − εi)ui(r) =
∑

l

λil v l(r), (9.3.25)

where the Lagrange multipliers λil enforce orthogonality of ui(r) to the bound
orbitals v l(r) of the same symmetry and the superscript on T 0 indicates that
a local static model potential, V 0(r), has been used. There is some freedom
to choose the model potential most suited to the application.

We can project out the states of the (N + 1)-st electron by defining

φik(r) = 〈Φi |Ψk〉I =
∑

j

Cijkψij(r) (9.3.26)

where the subsecript I denotes integration over the inner region and, from
(9.3.21),

Cijk = cijk 〈JiMi, jm |JM〉
if the uncoupled electron is not equivalent to a bound orbital. If, as in photo-
ionization processes, ionization takes place out of the α subshell in the initial
(N + 1)-electron state, equation (6.10.8) gives an additional factor

(−1)∆α(Nα + 1)1/2(T̃α |}Tα),

where Nα and T̃α characterize the α subshell in the target state. Denote
the two-component radial functions corresponding to φik(r) by wik(r), with
components pik(r), qik(r). Then from (9.3.15)

〈Ψk| L |ΨE〉I =
∑

i

w†
ik(a) l(a)wiE(a) (9.3.27)

where l(a) is defined by (9.3.12) with

wiE(a) =
∑

k

wik(a)AkE , (9.3.28)

so that, (9.3.16),

AkE =
〈Ψk| L |ΨE〉I
Ek − E

. (9.3.29)

If we write qjk(a)/pjk(a) = nj , then (9.3.12) gives b+(a) = −nj , b
−(a) = 1/nj

so that

w†
jk(a) l(a)wjE(a) = pjk(a) [cqjE(a)− cnj pjE(a)] , (9.3.30)

where pjE(a), qjE(a) are the components of wjE(a). For most applications of
R-matrix theory it is sufficient [42] to set

nj = (b+ κj)/2ac, (9.3.31)

where b is an arbitrary constant. This boundary condition serves to define
the solutions uniquely in r0 < r < a whatever the energy of the “continuum”
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electron. When this is well below mc2 ≈ 0.5MeV, it is consistent with the
Pauli approximation, (B.7.13), which makes it easy to match to nonrelativistic
amplitudes in r > a. It does not impose any upper limit on the energy as we
can still use relativistic dynamics in r > a if necessary. Collecting the results
(9.3.27) to (9.3.31) gives the two equations

piE(a) =
∑

pik(a)AkE (9.3.32)

=
∑
jk

pik(a) pjk(a)
2(Ek − E)

[
2c qjE(a)− b+ κj

a
pjE(a)

]
,

and

qiE(a) =
∑

qik(a)AkE

=
∑
jk

qik(a) pjk(a)
2(Ek − E)

[
2c qjE(a)− b+ κj

a
pjE(a)

]
.

Because of the boundary condition (9.3.12) this last equation is a multiple
(b+ κi)/2ac of (9.3.32). It therefore plays no independent part in the rest of
the calculation. As in the nonrelativistic theory, we define3 the R-matrix (or
resolvent) by

Rij(E) :=
∑

k

pik(a) pjk(a)
2(Ek − E)

, (9.3.33)

which enables us to express (9.3.32) as

piE(a) =
∑

j

Rij(E)QjE (9.3.34)

where, following Seaton [49, Equation (4.34)], we introduce

QjE = 2c qjE(a)− b+ κj

a
pjE(a).

In the nonrelativistic limit

2c qjE(r) ≈
(
dpjE

dr
+
κjpjE

r

)
,

so that

lim
c→∞

QjE =
(
dpjE

dr
− b

r
pjE

)
r=a

,

in agreement with the standard nonrelativistic expression [35, Equation
(13.11)].

3 Here, for later convenience, we have departed from the convention of Chang [40]
and others by absorbing the factor a into the square bracket of (9.3.27).
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9.3.4 The outer region, r > a

The R-matrix boundary a is normally chosen so that the target wavefunctions
Φi have negligible overlaps with functions in the outer region so that exchange
potentials Xβ(A; r) and the Lagrange multiplier terms can be dropped from
(6.7.12). With a change of notation to conform to the conventions of this
section, the functions in the outer region satisfy(

−z
r
− εi

)
pi(r) + c

(
− d

dr
+
κi

r

)
qi(r) = −

∑
i′
Vii′(r)pi′(r),

(9.3.35)

c

(
d

dr
+
κi

r

)
pi(r) +

(
−2mc2 − z

r
− εi

)
qi(r) = −

∑
i′
Vii′(r)qi′(r),

(cf. [48, Equation (7.1)]). Here z is the effective charge on the atom in r > a.
The potentials Vii′(r) couple the channels and are commonly expanded in an
asymptotic multipole series [48, Equation (7.2)]

Vii′(r) ∼
∑

λ

Cλ
ii′/rλ+1. (9.3.36)

It is normal to choose the radius a significantly larger than the effective outer
radius of the target orbitals, rmax. Because Cλ

ii′ = O|(rλ)ii′ | ≤ rλmax and
r ≥ a, the terms of (9.3.36) decrease geometrically like powers of rmax/r, so
that the right-hand side of (9.3.35) can be treated as a small perturbation [49,
§4.4].

The equations (9.3.35) must be integrated numerically out to some large
radius, Rmax � a, at which the solutions can be fitted to asymptotic values
to deduce the K-matrix, the S-matrix and cross sections. Because it is usual to
assume that the Pauli approximation can be applied to solutions in r > a, it
is possible to use nonrelativistic packages for this problem, and most current
implementations take advantage of this. The radial range that must be covered
to reach an “asymptotic” distances at which the channel coupling can be
neglected can be very large, and a variety of techniques have been developed
to deal with the consequences (see §9.6).

9.3.5 Matching inner and outer solutions

It is convenient to express the connection between inner and outer regions in
terms of matrix algebra. Suppose that there are n equations (9.3.28) of which
nO refer to open channels and nC = n−nO to closed channels. Then R(E) is
an n× n matrix with elements given by (9.3.33). Let p(r) and q(r) be n× n
matrices with elements pik(r), qik(r). Then (9.3.33) can be written

R(E) = p(a)[2(e− E)]−1pT (a) (9.3.37)
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where e is the diagonal matrix of energies Ek. Let pE(r) and qE(r) be the vec-
tors with elements pjE(r), qjE(r), so that if AE is the n-vector with elements
AkE , then

pE(r) = p(r) AE , qE(r) = q(r) AE , (9.3.38)

and the matching condition on r = a, (9.3.27), becomes

pE(a) = p(a)AE = R(E) QE . (9.3.39)

If β is the diagonal matrix with elements (b+ κj)/a, then

QE = [2cqE(a)− βpE(a)] = R−1(E) pE(a),

whenever E does not coincide with a pole of the R-matrix. Substituting from
(9.3.40) gives the expansion coefficients

AE = [2(e− E)]−1pT QE (9.3.40)

consistent with the nonrelativistic result [49, Equation (3.21)]. Provided the
channel functions Ψk are orthonormal on the inner region, (Ψk |Ψ ′

k)I = δkk′ ,
this gives the norm

‖AE‖2 = AT
E .AE

= QT
E .p [2(e− E)]−2pT .QE

= QT
E Ṙ(E) QE (9.3.41)

where Ṙ(E) is the derivative of R(E) with respect to E. Thus we can eliminate
all reference to the lower components in applications provided the R(E) has
been computed relativistically.

In the outer region, the solutions of (9.3.35) can be either of open type
(εi > 0) or closed type (εi < 0) depending on their asymptotic behaviour as
r →∞. For the nO open channels, we can construct solutions that are linear
combinations of the standing wave vectors sj(r), (9.2.3), and cj(r), (9.2.4),
and we write

wjk(r) ∼ sj(r) δjk + cj(r)Kjk, r →∞, (9.3.42)

where 1 ≤ j ≤ nO, 1 ≤ k ≤ nO. Similarly for closed channels

wjk(r) ∼ bj(r)Kjk, r →∞, (9.3.43)

where nO + 1 ≤ j ≤ n, 1 ≤ k ≤ nO. Whilst it is possible to construct the K
matrix by solving (9.3.35) directly, the Pauli approximation allows us to work
directly with the nonrelativistic equations as in [50, §8]. If all channels are
open, then define functions

Sj(r) ∼ sin ζj(r), Cj(r) ∼ cos ζj(r) (9.3.44)
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where ζj(r) is defined by (9.2.5). Then in the outer region, the upper compo-
nents Pjk(r)4 can be assembled into a nO × nO matrix P (r) so that

P (r) = S(r) + C(r)K, r ≥ a, (9.3.45)

with S and C diagonal. Because solutions and their derivatives must be con-
tinuous at r = a, we can substitute from (9.3.45) into the matching condition
(9.3.39) and rearrange to give [48, Equation (8.6)]

K = G−1F (9.3.46)

where

F = −S + R(E)(S′ − bS/a), G = C −R(E)(C ′ − bC/a).

This result can easily be generalized to the case when some channels are open
and some closed by extending C to a n× n matrix with the block structure

C̃ =
(

COO COC

CCO CCC

)
where COC and CCO are null, and CCC = b, a diagonal matrix whose el-
ements are the upper components of the vectors bj(r). Also S and K now
have dimension n× nO so that

K̃ =
(

KOO

KCO

)
, S̃ =

(
SOO

SCO

)
,

where SCO is null and SOO = S and we find [48, Equation (8.10)] in place of
(9.3.44)

K̃ = −G̃
−1

F̃ (9.3.47)

with C̃ replacing C in the definition of G̃ and S̃ replacing S in the definition
of F̃ . The formalism of [48] is more general than we need here, because it was
developed to account for the situation in which the matrices C(r) and S(r)
are pure Coulomb, and the multipole terms of (9.3.32) are included in first
order perturbation theory. The result is that C̃ and S̃ are now full matrices
in which the sub-matrices are corrected for the perturbation potentials. We
refer to [48] for more detail.

Seaton [49] has noted that it can be useful to use the R-matrix method to
calculate bound states of (N + 1)-electron systems, arguing that it generates
energies and wavefunctions with an accuracy comparable to that which can be
obtained with the best alternative methods. The same expansions can be used
for close-coupling collision calculations and for ‘frozen core’ approximations,
and the CC wavefunction is very convenient for calculating both radiative
line strengths and photo-ionization cross-sections. Finally, it provides a very
4 Capital letters distinguish outer region solutions.
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efficient way to generate the large amounts of radiative data required in as-
trophysical applications. The matching condition (9.3.39) for bound states
is

pE(a) = P (a)AE = R(E)(P ′(a)− bP (a)/a)AE , (9.3.48)

where the nC×nC bound state amplitudes (9.3.45) in the outer region generate
the matrix P (r). Rearranging, we get

B(E) AE = 0, B(E) = P (a)−R(E)(P ′(a)− bP (a)/a)

so that the eigenvalues appear as solutions of the nonlinear characteristic
equation detB(E) = 0. Practical solution is not quite straightforward, as the
eigenvalues are often quite close to the poles of the R-matrix, and special
methods are needed to overcome the resulting numerical instability; see [49,
51] for algorithmic details.

It is desirable, when calculating transition data, to normalize the bound
state wavefunctions including contributions from the outer region. Setting
(P |P )O = I gives the normalization integral

AT
E

(
I + QT Ṙ(E) Q

)
AE = 1, (9.3.49)

where the first term is the contribution of the outer region and the second is
the contribution from the inner region from (9.3.41) [48, cf. Equation (8.4)].

9.4 The Buttle correction

Bloch’s nonrelativistic R-matrix formalism and our relativistic adaptation of
it have been presented as mathematically “formal” derivations. That is to say
the conditions under which the various operators and functions appearing in
the equations have a meaning are taken for granted, and it is assumed that
the eigenstates of the (N +1)-electron Hamiltonian, Ψk, are complete in some
undefined Hilbert space so that the R-matrix of (9.3.33) exists. Justification of
these assumptions is reasonably straightforward in the single channel case by
appealing to Theorems B.26, B.29, and B.30, although more work is needed in
the general case. In practice, the basis is always finite; the error due to basis
set truncation is often the major cause of discrepancies with experiment. An
early and widely used attempt to deal with this problem in the R-matrix
method is due to Buttle [52]. He exploited the observation that higher excited
states contribute mainly to the diagonal elements of the R-matrix and are
relatively insensitive to channel coupling. First solve equation (9.3.25)

(T 0 − εi)u0
i (r) =

∑
l

λil v l(r).

at the fixed continuum energy εi = E − EN
i without imposing the R-matrix

boundary condition. Then if p0ik(a) is the upper component of u0
ik(a) for the
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continuum energy εik of the k-th eigensolution of (9.3.19) and p0i (a) is the
upper component of u0

i (a), the missing diagonal contribution is

∞∑
k=K+1

|pik(a)|2
2(εik − εi)

which we can approximate with

RK
ii (εi) =

p0i (a)
Q0

i

−
K∑

k=1

|p0ik(a)|2
2(εik − εi)

, (9.4.1)

where Q0
i is defined as in (9.3.39). The corrected R-matrix is therefore

Rij(E) =
∑

k

pik(a) pjk(a)
2(Ek − E)

+ δij RK
ii (εi). (9.4.2)

The correction RK
ii (εi) is a continuous and monotonic function of εi when

εi < εik and is often required for a large number of energy values. Seaton [53]
has developed an efficient fitting procedure for RK

ii (εi) as a function of εi
which is incorporated in many R-matrix packages.

9.5 R-matrix theory of photo-ionization

The R-matrix method expresses the initial state Ψi and final state Ψ −
f in terms

of R-matrix basis functions for the (N + 1) electron and N electron problems
respectively. For the former, we can use (9.3.22),

Ψi = ΘV Ai (9.5.1)

where Θ is a row vector of (N+1)-electron CSFs, V diagonalizes the (N+1)-
electron Hamiltonian, and Ai is obtained by solving the outer region equations
for the initial bound state energy Ei,

Ai = [2(e− Ei)]−1pi
T R−1(Ei) pi, (9.5.2)

as in (9.3.42). Similarly, the final state, energy Ef = Ei + ω, is given by

A−
f = [2(e− Ef )]−1pf

T R−1(Ef ) p−
f , (9.5.3)

where the final state energy is Ef = Ei + ω and p−
f are partial waves whose

upper components have the asymptotic form

p−
f = −iP (a)(1− iK)−1, (9.5.4)

with P (a) defined by the K-matrix boundary condition (9.3.47) so that the
incoming spherical wave boundary condition of (8.6.2) holds. Thus the tran-
sition matrix element is
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Ψ−

f

∣∣∣Aq

∣∣∣Ψi

)
= cf

†Aq ci (9.5.5)

where Aq is the matrix with elements

Aqλλ′ = 〈Θλ |Aq |Θλ′〉.

of the form of (8.3.1), where

cf
† = p−

f

T
R−1(Ef )pf [2(e− Ef )]−1V T

and
ci = V [2(e− Ei)]−1pi

T R−1(Ei)pi

are respectively row and column vectors.

9.6 The DARC relativistic R-matrix package

The DARC suite of programs [54] is closely modelled on the nonrelativistic
RMATRX1 package [55] and uses many of the same program modules. The use
of Dirac wavefunctions and jj-coupling means that the inner region modules
are different from those of RMATRX1. The asymptotic wavefunction uses
the Pauli approximation so that the time-consuming part of the calculation,
especially when there are many channels, is virtually identical with that of
RMATRX1.

A typical electron-atom collision calculation involves a number of steps,
each carried out with one of DARC’s modules:

• grasp: the calculation begins with the generation of states of the N -
electron target using GRASP (or a similar relativistic atomic structure
code). The output file may be based on the Dirac-Coulomb Hamiltonian
but results taking account of the Breit interaction and QED effects can
also be used.

• dstg0: creates a formatted file of bound orbital wavefunctions from grasp,
possibly augmented by bound pseudo-orbitals5 that are used to construct
the target states Φk.

• dstg1-orbs: generates solutions of the R-matrix equations (9.3.19) for
the inner region, r < a. The energies εik and the corresponding boundary
values of the amplitudes pik(a) are written to a formatted file ORBS.OUT
whilst the orbitals themselves are written to direct access files used by
dstg1-ints. The Buttle corrections are calculated and stored at this stage.

• dstg1-ints: generates radial integrals needed in later stages of DARC.
Different program modules are used according to whether the integrals
are of bound-bound, bound-continuum, or continuum-continuum types.

5 The program documentation refers to all orbitals whose surface amplitudes on
r = a are negligible as bound orbitals, and the remainder as continuum orbitals.
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– Radial matrix elements of the Dirac one-electron Hamiltonian
– Coulomb interaction integrals
– Radial moments needed for the coefficients Cλ

ii′ of (9.3.38)
– Radiative transition integrals (E1) in the long wavelength limit in both

length and velocity forms.
• dstg2: defines the target states and channels, evaluates the angular in-

tegrals, asymptotic coefficients and continuum Hamiltonian H̃ and the
dipole radiative matrix elements needed for photo-ionization if requested.
– Target CSFs generate a target (N -electron) Hamiltonian to give the

target states Φk and mixing coefficients to be used in the scattering
calculation. The radial integrals are available from dstg1-ints and the
angular integrals are generated at this stage.

– Channel wavefunctions for each symmetry JΠ are generated as linear
combinations of the form (9.3.23) and are then used to generate all
required angular integrals needed for the (N+1)-electron Hamiltonian.

• dstgh: Diagonalizes H̃ and generates the eigenvalues Ek (9.3.23) (R-
matrix poles) and the surface amplitudes pik(a) from (9.3.20) that generate
input to the asymptotic modules dstg3, pdstg3, and stgfjj. Eigenvectors
can also be generated if (N+1)-electron bound states and photo-ionization
cross-sections are needed.

• dstg3 and pdstg3: The module dstg3 generates the outer region so-
lutions, §9.3.4, from which the K-matrix, the eigenphases6, the colli-
sion strengths, and collision cross-sections can be found. The module
pdstg3 evaluates photo-ionization cross-sections using the formalism of
§8.6. There are several packages available to solve the external region equa-
tions (9.3.32):
– DCOUL neglects channel coupling and uses nonrelativistic Coulomb so-

lutions. The COUL program [56] is used for closed channels (εi < 0) and
a version [57] of the COULFG program of [58] is used for open channels
(εi > 0).

– DASYPCK is based on the nonrelativistic ASYPCK2 package [59, 60].
– DVPM is a nonrelativistic program for neutral targets using the variable

phase method adapted from VPM [61].
– DASYM is a relativistic program [62].

• stgfjj: this is adapted from the Opacity Project STGF code [48], for cal-
culating collision cross-sections for ionic targets. It uses the perturbation
method of [51] to stabilize the calculation of cross-sections in the neigh-
bourhood of R-matrix poles.

The current version, DARC-OXQUB [54], is dimensioned with at most
200 channels, 100 continuum κ-symmetries with 40 continuum orbitals per κ,
and 300 target levels or correlation functions. The code was originally writ-
ten for serial computers, and the use of a single processor to calculate every

6 The eigenphases, δi, are obtained from the eigenvalues, tan δi, of the K-matrix.



496 9 Continuum processes

partial wave and diagonalize the resulting Hamiltonian for every eigenvalue
and eigenvector is very time-consuming and limits the problems that can
be studied. This has become a major bottleneck for the study of heavy ele-
ment spectral signatures in fusion plasma research [63]. In response to this
challenge, a recent calculation on the Ni-like ion Xe26+ [64] made use of a
new interface to adapt the output of dstg2 modules for use with a suite
of programs, pstg3r and pstgf, developed originally to run the Breit-Pauli
R-matrix program [65] on parallel computer systems. This calculation to es-
tablish the feasibility of modelling the spectral characteristics of heavy ions
used 129 target levels arising from the 3d10 and 3d9nl configurations of Xe26+

with l = 0 to n− 1 and n = 4, 5. The collision calculation involved up to 821
channels, and used 21 continuum basis orbitals for 1/2 ≤ j ≤ 43/2 and 16
orbitals for 45/2 ≤ j ≤ 71/2, resulting in maximum Hamiltonian dimensions
of 17,356 and 13,136 respectively. The calculation is performed ‘concurrently’
on a multiple processor, ideally assigning one partial wave to each processor.
Handling of such large quantities of data by serial programs is impossible,
and this development opens the way to make calculations with more target
states with a better representation of their structure, the inclusion of more
resonance structure in the spectra and higher incident energies.

9.7 Truncation of the close-coupling expansion. The
nonrelativistic CCC method

The Buttle correction goes some way to treat the consequences of truncation.
However, the finite dimension of the close-coupling expansion stops us from
taking full account of the flux scattered into excited discrete and continuum
channels. It is likely that this is responsible for much of the disagreement
between theory and experiment. Thus Castillejo, Percival, and Seaton [66]
showed that 18.6% of the static dipole polarizability of hydrogen was due to
excited states in the continuum and, more recently, McCarthy and Shang [67]
and Odgers et al. [68] showed that the omission of continuum terms can lead
to ∼15% overestimate of the of the 1s−2s and 1s−2p excitation cross sections
of atomic hydrogen at intermediate energies.

Although no relativistic version of the convergent close-coupling (CCC)
method of Bray and Stelbovics [69] has yet been devised, an understanding
of the reasons for its success in systematically dealing with issues of trun-
cation illuminates the failings of other methods such as the R-matrix. The
CCC method aims to solve the coupled Lippman-Schwinger equations for the
elements of the distorted-wave K and T matrices. The initial formulation for
treating electron scattering from hydrogen was extended to quasi-one-electron
targets [70]. The starting point is a Hartree-Fock calculation for the target
ground state T :

(K + V HF − εj)ψj(r) = 0, ψj ∈ T (9.7.1)
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where for core states, ψj ∈ C,

V HF ψj(r) =

⎛⎝−Z
r

+ 2
∑

ψj′ ∈C

∫
d3r′

|ψj′(r′)|2
|r − r′|

⎞⎠ψj(r)

−
∑

ψj′ ∈C

∫
d3r′

ψj′(r′)ψj(r′)
|r − r′| ψj′(r).

This is used to define a frozen core potential

V FC φj(r) =

⎛⎝−Z
r

+ 2
∑

ψj′ ∈C

∫
d3r′

|ψj′(r′)|2
|r − r′|

⎞⎠φj(r)

−
∑

ψj′ ∈C

∫
d3r′

ψj′(r′)φj(r′)
|r − r′| ψj′(r). (9.7.2)

The (time-independent) Schrödinger equation for the scattering problem is

(E(+) −H)
∣∣∣ΨS(+)

i0k0

〉
= 0, (9.7.3)

where the superscript (+) denotes incoming plane- or Coulomb-wave and out-
going spherical wave boundary conditions, E is the total energy, E(+) = E+i0,
S is total spin and i0, k0 denote the initial target state and projectile momen-
tum. The scattering Hamiltonian is

H = H1 +H2 + V12, Hα = Kα + Vα,

in which α = 1 denotes the projectile and α = 2 the target electron, V12 is the
electron-electron interaction, Kα is the kinetic energy operator for particle α
and

Vα = V FC + V pol.

The polarization potential used in [70] is

V pol(r) = − αd

2r4
(
1− exp(−ρ6/r6)

)
where αd is the static dipole polarizability and the value of ρ is chosen to fit
one-electron ionization energies of the target.

The next step is to expand the scattering wave function |ΨS(+)
i0k0

〉 in a set
of square-integrable states whose configuration space representation is

〈
r
∣∣iNnlm

〉
=
φNl

nl (r)
r

Ylm(r̂), φNl

nl (r) =
Nl∑

k=1

Cl
nkξkl(r) (9.7.4)

where the Laguerre functions,
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ξkl(r) =
[

(k − 1)!λl

(2l + k + 1)!

]1/2

(λlr)l+1L2l+2
k−1 (λlr), k = 1, . . . , Nl (9.7.5)

are orthonormal and complete in L2(0,∞). If cN l
n denotes the vector with

elements C l
nk, k = 1, . . . , Nl, then

HNlcNl
n = εNl

n cNl
n , (9.7.6)

so that cNl
n is the n-th eigenvector of the matrix HNl , which represents the ra-

dial part of the operator H2 with respect to the basis (9.3.41). As in Appendix
B.5.1, the solutions depend on two parameters λl and Nl that are typically
different for each l and that can be chosen to optimize the computational
effort. The idea of the CCC method is to project the scattering states onto
the finite basis, ∣∣∣ΨS(+)

i0k0

〉
≈
∑

n

∣∣iNn 〉 〈iNn ∣∣ΨS(+)
i0k0

〉
. (9.7.7)

The completeness of the Laguerre polynomials (9.3.41) is expected to ensure
that

lim
N→∞

∑
n

∣∣iNn 〉 〈iNn ∣∣ΨS(+)
i0k0

〉
=
(∑

+
∫ )

i∈I

∣∣∣i〉〈i∣∣∣ΨS(+)
i0k0

〉
=
∣∣∣ΨS(+)

i0k0

〉
where i runs over the complete set I of exact discrete and continuous eigen-
states of H2 [71, 72], so that it should be possible to demonstrate numerical
convergence by taking Nl sufficiently large.

The scattering wave function satisfies the symmetry condition〈
r1r2

∣∣∣ΨS(+)
i0k0

〉
= (−1)S

〈
r2r1

∣∣∣ΨS(+)
i0k0

〉
(9.7.8)

and when the projectile radial coordinate, r1, is large, the boundary condition
is 〈

r1r2

∣∣∣ΨS(+)
i0k0

〉
∼
〈
r1

∣∣∣k(+)
0

〉〈
r1

∣∣∣i0〉 (9.7.9)

where

〈r|k(±)〉 =

√
2
π

1
kr

∑
LM

iLe±(σL+δL) uL(kr)YLM (r̂)Y ∗
LM (k̂)

is a distorted wave, σL is the Coulomb phase shift, δL the phase shift due to
the scattering potential and the radial amplitude has the asymptotic form

uL(kr) ∼ FL(kr) cos δL +GL(kr) sin δL

where FL(kr), GL(kr) are the regular and irregular Coulomb functions re-
spectively. Bray [70] goes on to show how the Lippmann-Schwinger equations
can be written in terms of matrix elements of product states |iNn k(±)

n 〉. The
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angular variables can be integrated out leaving a set of coupled equations for
real reduced matrix elements, which he writes

〈Lknlln ‖KSN
JΠ ‖n0l0k0L0〉 = 〈Lknlln ‖V SN

JΠ ‖n0l0k0L0〉

+
∑
l′L′

Nl′∑
n′=1

P
(∑

+
∫ )

k′

〈Lknlln ‖V SN
JΠ ‖n′l′k′L′〉

E − εn′l′ − εk′
〈L′k′l′n′ ‖KSN

JΠ ‖n0l0k0L0〉

(9.7.10)

where P indicates a principal value integration over k′ with εk′ = k
′2/2 and

V SN
JΠ is an effective potential. These equations are approximated by replacing

the energy integration by a quadrature rule, splitting the range into several
intervals, one of which is symmetric about the singular point of the denom-
inator to take care of the principal value. The resulting linear equations for
the K matrix elements can be written (using an abbreviated notation for the
state labels)

V SN
n′i =

∑
n

(
δn′n − wnV

SN
n′n
)
KSN

ni (9.7.11)

with weights wn incorporating the denominators. The T matrix is obtained
finally from the equations

〈Lknlln ‖KSN
JΠ ‖n0l0k0L0〉 =

∑
l′L′

No
l′∑

n′=1

〈Lknlln ‖TSN
JΠ ‖n′l′k′L′〉 (9.7.12)

×
(
δl′l0δL′L0δn′n0 + iπkn′l′〈L′k′l′n′ ‖KSN

JΠ ‖n0l0k0L0〉
)
.

The sum over n′ in (9.3.46) can often be truncated to use fewer than the Nl′

states of the Laguerre basis, and above the threshold it is often sufficient to
use only the No

l′ states generating open channels.
This brief account of the CCC method neglects many technical details [70]

that are needed to make the method work well. As summarized here, it applies
only to atoms with one active electron outside a closed core; electron scatter-
ing from sodium at energies from 1 to 54.4 eV was used to illustrate the quality
of results in [70] and other examples are reviewed in [73]. The same scheme
has more recently been applied to quasi-two-electron systems [74], typified by
the alkaline earths beryllium, magnesium, etc.; the main additional complica-
tion is the heavier algebra needed to treat anti-symmetric three-electron wave
functions. The generalized formalism was applied in [74] to calculate cross
sections and other quantities for scattering from the Be ground state to n = 4
levels. At the time of writing, the method has not been extended to deal with
scattering from more complex atoms.

A major advantage of the CCC scheme is that the Laguerre functions
form a complete orthonormal set. This makes mathematical and practical
convergence of the solution easier to demonstrate. A relativistic version based
on L-spinors, described in §5.8, seems technically feasible but has not yet been
attempted.
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9.8 The R-matrix method at intermediate energies

The use of a countable complete orthonormal radial basis on (0,∞) to de-
scribe both discrete and continuum states is not readily compatible with the
R-matrix approach. A less rigorous, physically intuitive, scheme with moti-
vation similar to that of the CCC method is the (nonrelativistic) R-matrix
method with pseudo-states (RMPS) [75]. As usual, the normal starting point
is a Hartree-Fock calculation, which provides one-electron orbitals whose ra-
dial parts are denoted Pnl(r). These physical orbitals can be augmented with
nonphysical pseudo-orbitals Pnl(r), generally having the form

Pnl(r) =
nmax∑
i=l+1

an
il e−αr (9.8.1)

where α is a range parameter, similar to the λl parameters of (9.7.5). They
are often included to lower the energy of a target eigenstate or to improve
agreement with experiment for the oscillator strengths connecting particular
target states. Pseudo-states are also used to improve estimates of the polar-
izability of the ground or excited states of the target atom or ion, or to act
as surrogates for highly excited discrete or continuum states that cannot be
included explicitly in the calculation for reasons of cost.

The continuum orbitals are obtained by solving equations of the form(
d2

dr2
− l(l + 1)

r2
+ V (r) + k2

il

)
uil(r) =

∑
n

λinl Pnl(r) (9.8.2)

where

uil(0) = 0,
(
a
d

dr
− b

r

)
uil(r)

∣∣∣∣
r=a

= 0,
∫ a

0
uil(r)ui′l(r)dr = δii′ ,

analogous to the relativistic equations (9.3.25). In this form, the Lagrange mul-
tipliers on the right-hand side of (9.8.2) ensure that the continuum orbitals
are orthogonal to the physical orbitals Pnl(r) but not to the non-physical
pseudo-orbitals. An obvious way to remedy this defect would be to include
the Pnl(r) on the right-hand side, but Bartschat et al. [75] reject this solution.
They observe [75, p. 117] that as well as ensuring orthogonality of the contin-
uum orbitals to the bound states, the right-hand side simulates an exchange
potential, and argue that this simulation would be compromised by includ-
ing the pseudo-orbitals. A more practical justification is that “. . . experience
shows that their (inappropriate) inclusion would slow down the convergence
of the R-matrix expansion considerably.”

Bartschat et al. [75] avoid these problems by Schmidt orthogonalizing the
continuum orbitals to the nonphysical pseudo-orbitals, which simplifies the
evaluation of the one-electron matrix elements of the Hamiltonian. As a par-
ticular example, consider e-H atom scattering using physical orbitals P1s, P2s,
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a pseudo-orbital P3s, and continuum orbitals u1, . . . , un. The latter are re-
placed by a new set of Schmidt orthogonalized orbitals v1, . . . , vn generated
recursively through

vi = Ni

⎛⎝ui −
i−1∑
j=1

〈ui | vj〉vj −
∑

n

〈ui |Pns〉Pns −
∑

n

〈ui |Pns〉Pns

⎞⎠ ,
where Ni is a normalization constant. The sum over bound orbitals, although
theoretically unnecessary, is included to compensate for numerical inaccuracies
introduced by the recursion.

Although the RMPS scheme offers a systematic way to improve the ba-
sis, it requires some skill to extract good results. There are problems if many
target states must be considered and at energies where there are several open
channels. The intermediate energy R-matrix method (IERM) [76] was devel-
oped to deal with these eventualities. Highly excited orbitals may extend way
beyond the core, so that a better description of the scattering process would
allow two interacting electrons outside the core. In this case, the inner region
is divided into two parts, with radii a1 < a2. Suppose first that one of the two
electrons rN+1 ≤ a1 whilst rN+2 ≥ a1. Then the total wavefunction can be
expanded in the form [76, Equation (36)]

θkl =
∑
ij

ψi(1, . . . , N + 1; r̂N+2)ukj(rN+2) γk
ijl

as in the usual R-matrix approach, where ukj(rN+2) is a radial amplitude for
the outermost electron, and where the angular parts have been incorporated
in ψi. The coefficients γk

ijl are obtained by diagonalizing the N + 2 electron
Hamiltonian HN+2 on the two-dimensional interval (0, a1)× (a1, a2) so that

〈θkl|HN+2 + LN+2 | θkl′〉 = EN+2
kl δll′

where the Bloch operator is LN+2 = lN+1(a1)−lN+1(0)+lN+2(a2)−lN+2(a1).
More generally, one can partition the range (a1, a2) into a sequence of intervals,
and [76] defines a sequence of two-dimensional intervals of which the k-th has
ck ≤ rN+1 ≤ ck+1 and dk ≤ rN+2 ≤ dk+1 on which solutions can be obtained
in the same way. When both rN+1, rN+2 ≥ a1 then [76, Equation (37)]

θkl =
∑
imn

φi(1, . . . , N ; r̂N+1)ukm(rN+1, r̂N+2)ukn(rN+2) γk
imnl

The radial amplitudes ukn(r) satisfy (nonrelativistic) continuum equations
similar to (9.3.35). The method of solution advocated in [76] is derived from
the R-matrix propagator method of Light and Walker [77] implemented in the
FARM package [78] (cf. Baluja et al. [79]). This divides the radial range into
intervals, of which the p-th is (rpL, r

p
R), and gives equations for determining
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Fig. 9.1. Integrated cross sections for excitation of 1,3S states by electron impact
on the ground state of Be using different approximations [74]: CCC(106) from [74];
RMPS from [80]; RM(12) from [81]; DWBA from [82]. Reproduced, with permission,
from [74].

R(rpR) given R(rpL). In this way, the R-matrix can be propagated economically
outwards from a1 to a point at which the solution can be matched to the
appropriate asymptotic boundary conditions.
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Fig. 9.2. Integrated cross sections for excitation of 1,3P states by electron impact
on the ground state of Be; details as in Figure 9.1. Reproduced, with permission,
from [74].

Figures 9.1 and 9.2, taken from [74], display calculated total cross sections
for electron scattering from beryllium in the range 10–1000 eV by several
different methods. The CCC calculations used an orbital basis comprised of
2s−15s, 2p−15p, 3d−12d, and 4f −11f orbitals, and solved the Lippmann-
Schwinger equations for 106 states: 16 1S, 18 1Po, 15 1De, 10 1Fo, 10 3S,
12 3Po,10 3De, 7 3Fo, with two each of 1,3Pe and 1,3Do. The figures also
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display results from first-order distorted wave (DWBA) calculations by Clark
and Abdallah [82], R-matrix calculations involving only states of the discrete
spectrum by Fon et al. [81] and RMPS calculations by Bartschat et al. [80]
which include pseudo-states taking account of the continuum channels. The
elastic cross-sections predicted by the CCC method generally agree well with
those predicted by RMPS. The R-matrix excitation cross-sections for 2s2p
1,3Po states of Fon et al. [81] predict cross sections that are in general too large;
by allowing for the flux going into continuum channels, both CCC and RMPS
yield smaller cross-sections that are in good agreement. The less sophisticated
DWBA results are poor except at the highest energies. More details will be
found in [74].

Fig. 9.3. The main polarization peak for elastic electron scattering from mercury
at 300 eV. Dashed lines indicate a DH (nonexchange) potential and full lines a DHF
potential. Reprinted with permission from [1].

9.9 Electron scattering from heavy atoms and ions

9.9.1 Early work

The vast range of electron-atom scattering experiments and calculations with
a variety of theoretical models makes it almost impossible to give an ade-
quate overview of the comparison of theory with experiment. Walker’s 1971
review [1] covered high-energy elastic scattering at incident energies above
50 keV using pure and screened Coulomb potential models, examining both
differential cross-sections, I(θ),(9.1.3), and spin polarizations, S(θ), (9.1.4).
He described an extensive series of calculations of I(θ) and S(θ) for mercury
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(Z=80) at energies up to 10 keV. Comparing results using both DH and DHF
potentials, he found that the effect of exchange was small at energies greater
than 100 eV: S(θ) was affected more strongly than I(θ), and the differential
cross-section was reduced in the forward direction. The changes can largely
be correlated with changes in the phase shifts of low order partial waves. Fur-
ther calculations incorporated polarization potentials; although the results
changed, the limited experimental data available permitted Walker to draw
few conclusions. Some studies were also made for bismuth, gold, and inert gas
atoms using nonexchange (DH) potentials for the target. Walker summarized
his conclusions by saying that relativistic effects in electron-atom scattering
are important if either the incident energy is high enough for the electron
speed to be an appreciable fraction of the speed of light or at energies below
100 eV in heavy atoms. The main effects are interpreted largely in terms of
spin-orbit coupling, which affects both the details of differential cross-sections
and especially spin polarization.

9.9.2 Electron scattering from the mercury atom

Electron scattering from the mercury atom attracts a lot of attention, partly
because of its widespread use in fluorescent and high-intensity discharge lamps
and also because its atomic number is high enough to expect unambiguous
signs of relativistic effects. A recent study by Fursa, Bray, and Lister [83] of
the elastic and excitation cross-sections from the ground state of mercury was
undertaken because the cross sections for excitation and ionization of mercury
obtained from swarm data [87], which had previously been used extensively for
modelling the characteristics of plasmas containing mercury, disagreed srongly
with more recent measurements [88, 89].

Fursa et al. modelled the mercury atom as if it had two valence elec-
trons above a Hg2+ inert frozen core: [Xe]4f145d10. The Hg+ Hamiltonian
was diagonalized in a large Laguerre basis for symmetries l = 0, 1, 2 using a
phenomenological core-polarization potential similar to that used in [74] with
αc = 8.4 and cut-off radius at 1.8a0. The orbitals so generated were then used
to construct target Hg states using a standard CI procedure. Two types of
scattering calculations were performed for incident electron energies in the
range 4-500 eV. The first was a 21 state CC model comprising discrete Hg
target states: four 1S and 1,3Po and three 3S and 1,3De. The second was a
54 state CCC calculation that included the target continuum along the lines
of [74]: nine 1S, eight 3S, 1,3De and 1,3Po , two 3Pe, one 1Pe and one 1,3Do.
The difference between the results of these two models gives an indication of
the role of continuum channels. This basically nonrelativistic calculation was
modified by adding a one-body spin-orbit potential and diagonalizing the two-
electron Hamiltonian in LSJ coupling. Also an additional short range potential
for l = 0 of the form −A exp(−Br), with coefficients A = 3000 and B = 80
chosen to fit the ground state energy of mercury, simulated the relativistic
contraction of the 6s orbital.
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Fig. 9.4. Differential cross-sections for elastic scattering from the ground state of
mercury at energies up to 35 eV comparing CC(21) and CCC(54) results [83] with
those of Sienkiewicz [8, 7] and McEachran and Elford [84]. Experimental values from
Zubek et al. [12], Panajotović et al. [85], and Holtkamp et al. [86]. Reprinted with
permission from [83].
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Differential cross-sections for elastic scattering from mercury for several
energies up to 500 eV, taken from [83], are shown in Figures 9.4 and 9.5. This
compares nonrelativistic CC(21) and CCC(54) results with recent relativistic
calculations [8, 7, 84] and with various experiments. Sienkiewicz’s calcula-
tions [8, 7] used a model core polarization potential Vp(r) = −0.5αdr

2/(r3 +
r30)

2 with αd = 44.9 and r0 = 3. McEachran and Elford’s results [84], labelled
RDD in the figures, used a more elaborate polarization potential together with
a dynamic distortion potential. Earlier calculations such as those of Walker [1]
gave differential cross-sections with the same general shape but with signifi-
cant differences in the forward direction. It seems that coupling to the con-
tinuum has little effect on the differential cross-section; the main differences
between different models stem from different choices of static polarization
potential.

Fursa et al. [83] also studied inelastic scattering to the singly excited states
6s6p 1P1, 6s6p 3P0,1,2, 6s7s 1S0, and 6s7s 3S1. The CC(21) and CCC(54)
results, which generally fit the experimental data quite well, were compared
with nonrelativistic [91] and relativistic [92] distorted wave results. See [83]
for a more detailed comparison.

Elastic scattering from the 6s2 1S0 ground state and inelastic scattering
into the 6s6p 1P1, 6s6p 3P0,1,2 excited states has also been studied using
the DARC relativistic R-matrix package [90] at incident energies up to 8 eV.
A preliminary 5-state DHF-AL GRASP calculation with a minimal CSF set
[Xe]4f145d10 (6s2 +6s6p) was used to obtain the target orbitals. The 7p or-
bitals were obtained from a DHF-OL calculation for the J = 0 ground state
including the additional even parity configurations 5d106p7p and 5d107p2 in
the energy expression and keeping the remaining orbitals frozen. The five
target states used in the R-matrix calculation were obtained from a CI calcu-
lation allowing for some valence correlation and a part of the core polarization
involving 98 CSFs constructed from the configurations 5d10 6sx 6py 7pz with
x+y+z = 2 and 5d96sx 6py 7pz with x+y+z = 3. The improved agreement,
Table 9.1, between calculated and observed level energies seemed sufficient for
the subsequent R-matrix calculation. Whilst this construction goes some way
to account for the effects of higher states and the continuum, the fact that
there are almost 250 levels below the first, 6s, ionization threshold at 10.44
eV highlights the need to include many more states in the basis as in RMPS
and CCC methods.

The R-matrix radius was fixed at a = 24.156a0 and b was taken to be zero.
Basis orbitals were determined for all |κ| ≤ 10. The Hamiltonian was diago-
nalized for all channels with symmetry Jπ in the range 1

2
±
, . . . , 15

2
±. The outer

region was treated nonrelativistically and the Buttle correction was used. The
calculation was done using both the theoretical CI energies from Table 9.1
and the observed energies; the cross sections agreed to about 5%. The res-
onance energies, corresponding to states of the negative ion Hg−, listed in
Table 9.2, were calculated using observed target level energies, which agree
better with experiment than those based on theoretical target energies [90,
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Fig. 9.5. Differential cross-sections for elastic scattering from the ground state of
mercury at energies up to 500 eV. See caption to Figure 9.4 for further details.
Reprinted with permission from [83].

Table 3]. Table 9.2 compares GRASP calculations of the low-lying Hg− levels,
the DARC resonance positions, and equivalent values taken from R-matrix
calculations by Bartschat and Burke [93] who used three different approxima-
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Table 9.1. Measured levels (eV) in the Hg I spectrum from NIST Atomic Spectra
Database Version 3.0 (http://physics.nist.gov). AL,CI: GRASP calculations [90] –
see text for details.

LSJ Obs. Minimal Target

1 6s2 1S0 0. 0. 0.
2 6s6p 3Po

0 4.67 3.20 4.32
3 6s6p 3Po

1 4.89 3.45 4.55
4 6s6p 3Po

2 5.46 3.97 5.06
5 6s6p 1Po

1 6.70 6.09 6.81

Table 9.2. Low-lying resonances in electron scattering (eV) from neutral mer-
cury [90]. See text for details.

LSJ GRASP DARC RM(5) RMB(5) RMB(11)

1 6s26p 2Po
1/2 0.19 0.72

2 6s26p 2Po
3/2 0.21 0.96

3 6s 6p2 4Pe
1/2 4.63 4.7 4.59 4.49

4 6s 6p2 4Pe
3/2 4.70 4.58 4.7 4.66 4.57

5 6s 6p2 4Pe
5/2 5.00 4.81 4.9 4.86 4.76

6 6s 6p2 2De
3/2 6.07 5.07 5.5 5.5 5.0

7 6s 6p2 2De
5/2 6.20 5.46 5.5 5.5 5.4

8 6s 6p2 2Pe
1/2 6.86 5.95

9 6s 6p2 2Se
1/2 7.26 5.83

tions. The results labelled RM(5) used a nonrelativistic Hamiltonian with a
core model potential together with a spin-orbit coupling potential and were
based on the five target states of Table 9.1 with the same values of a, b as in
the DARC calculation. The one-body relativistic correction and the Darwin
mass correction were included in the RMB(5) calculations. The RMB(11) cal-
culations, which took in six more target states, 6p2 3P0, 6p2 1S0, 6p6d 3P0,1,2
and 6p6d 1P1, had only a small effect on the resonance positions.

9.9.3 Scattering of polarized electrons from polarized atoms

Experiments in which polarized electrons are scattered from polarized atom
targets, which have become practicable comparatively recently, provide the
most detailed tests of theoretical models. CCC predictions of spin asymmetries
for light alkali atoms sodium [94, 95] and lithium [96] demonstrated excellent
agreement with experimental data. The heaviest alkali atom, cesium, has been
extensively studied both theoretically and experimentally. Recent theoretical
work includes nonrelativistic CCC [97], semirelativistic [98], as well as fully
relativistic approaches [43, 44, 99]. A benchmark experiment measuring the
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Fig. 9.6. Geometry of spin polarization experiment. Reprinted with permission
from [100]. Copyright 1999 by the American Physical Society.

differential cross-section and spin asymmetries for elastic scattering from the
ground state of cesium at 3 eV [100] emphasized the need to take account
both of relativistic effects as well as the coupling to higher excited states.

Figure 9.6 is a schematic diagram of the experimental setup. A beam of
cesium atoms enters from the left along the direction n, which is perpendicu-
lar to the scattering plane. The incident electrons, linear momentum k, have
linear momentum k′ after scattering and can be detected at an angle θ in the
range 50o − 130o. The experimental arrangement generates incident electrons
with a polarization vector P e parallel or antiparallel to n and cesium atoms
with a polarization vector P a parallel or anti-parallel to n. Measured polar-
izations Pe = |P e| of 0.65 and Pa = |P a| of 0.9 have been achieved; see [100]
for the full details.

A detailed analysis of spin-polarization in elastic scattering of electrons
by one-electron atoms has been presented by Burke and Mitchell [101] using
properties of the scattering amplitude under time reversal. space rotation and
space reflection. They write the differential cross-section

σ(θ) = σ0(θ) [1 +A1(θ) P a · n
+A2(θ) P e · n−Ann(θ) P a · n P e · n ], (9.9.1)
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where σ0(θ) is the differential cross-section for unpolarized beams and A1(θ),
A2(θ), and Ann(θ) are termed asymmetry functions. Burke and Mitchell
show [101, Equation (16)] that the 4×4 scattering amplitude M(θ, φ), whose
rows and columns are labelled by the 4 pairs of spin projections ma /me for
the final and initial atom/electron states respectively, can be written in terms
of six complex amplitudes a1, . . . , a6 such that

M = a1 + a2(σa · n) + a3(σe · n) (9.9.2)
+a4(σa · n)(σe · n) + a5(σa · p)(σe · p) + a6(σa · q)(σe · q)

where p and q are unit vectors in the directions k+k′ and k−k′ respectively.
In terms of these amplitudes [101, Equation (40)],

σ0(θ) = |a1|2 + |a2|2 + |a3|2 + |a4|2 + |a5|2 + |a6|2, (9.9.3)
σ0(θ)A1(θ) = 2�(a1 a

∗
2 + a3 a

∗
4), (9.9.4)

σ0(θ)A2(θ) = 2�(a1 a
∗
3 + a2 a

∗
4), (9.9.5)

σ0(θ)Ann(θ) = 2�(a1 a
∗
4 + a2 a

∗
3 − a5 a

∗
6). (9.9.6)

The experiment measures event yields for four different settings of the electron
and target spin projections Nma,me relative to the scattering plane, abbrevi-
ated N↑↑, N↓↓, N↑↓ and N↓↑. Then

σ0(θ) ∝
1
4
(N↑↑ +N↓↓ +N↑↓ +N↓↑), (9.9.7)

PaA1(θ) =
(N↑↓ +N↑↑)− (N↓↓ +N↓↑)
(N↓↑ +N↑↓) + (N↑↑ +N↓↓)

(9.9.8)

PeA2(θ) =
(N↑↑ +N↓↑)− (N↑↓ +N↓↓)
(N↓↑ +N↑↓) + (N↑↑ +N↓↓)

(9.9.9)

PaPeAnn(θ) =
(N↓↑ +N↑↓)− (N↑↑ +N↓↓)
(N↓↑ +N↑↓) + (N↑↑ +N↓↓)

(9.9.10)

The angular distribution of the polarization of outgoing electrons due to the
scattering of initially unpolarized electrons from polarized atoms is given by
A1(θ). It involves both exchange and spin-dependent interactions [102]. Polar-
ization due to the scattering of polarized electrons from unpolarized atoms is
given by A2(θ), the Sherman function. The amplitude Ann(θ), the “exchange
asymmetry” parameter, involves both the relative orientation of electron and
target spins as well as their orientation relative to the reaction plane. The
“interference asymmetry” parameter, A1(θ), is so called because [102] it re-
quires both spin-orbit and exchange effects to be non-zero. Unpolarized atomic
beams are simulated by averaging N↑↑ and N↓↑ for electrons with spin up and
N↓↓ and N↑↓ for electrons with spin down. Whilst this experiment cannot
measure all the 11 independent coefficients in (9.9.2), and so does not merit
the label of a “perfect scattering experiment” [103], it nevertheless provides a
severe test of our ability to interpret electron-atom scattering experiments.
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Fig. 9.7. Elastic scattering of polarized electrons from polarized Cs atoms at
incident energy 3 eV [100]. (a) Differential cross-section σ(θ); asymmetry functions
(b,c,d). See text for details. Reprinted with permission from [100]. Copyright 1999
by the American Physical Society.

Figure 9.7 compares the results of benchmark experiments presented
in [100] with predictions from a semirelativistic 8 state Breit-Pauli R-matrix
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model (BP8), a relativistic Dirac R-matrix calculation (Dirac8), and nonrel-
ativistic CCC calculations. Figure 9.7(a) shows the differential cross section
σ(θ); the experimental benchmark results of [100], which have been normal-
ized to the BP8 results at θ = 90o, were taken with an energy resolution of 150
meV and an angular resolution of 8.5o (FWHM). The finite angular opening
of the detector was modelled by convoluting the BP8 results with the experi-
mental angluar resolution. The corresponding CCC results were scaled with a
factor 0.82 and the Dirac8 results with a factor 1.12 in order to compare the
shapes. The experimental data of Gehenn and Reichert [104] are also shown
on this figure. Clearly, relativistic effects on σ(θ) are rather small at this en-
ergy and the main difference between BP8 and Dirac8 curves can be ascribed
to the incomplete allowance for core polarization in the latter. The BP8 cal-
culations have probably taken sufficient states into account to be regarded
as converged. Figure 9.7(b,c) are evidence for similar conclusions, whilst the
prominant disagreement of the Dirac 8 predictions from both BP8 prediction
and experiment in Figure 9.7(d) suggests that the DARC calculations should
be repeated with a suitable polarization potential.

Similar 5-state and 8-state DARC calculations [99] have been made at
higher energies, 7 eV and 13.5 eV. As in the calculations at 3 eV, contin-
uum states were constructed for symmetries |κ| ≤ 43 and Hamiltonians for
the scattering system were constructed for symmetries Jπ = 0±, . . . , 40±. Al-
lowance was made also for higher partial waves using effective range theory.
The asymmetry functions at 7 eV agree semi-quantitatively with quoted ex-
perimental data, and there was little difference between 5-state and 8-state
results. There was evidence at 13.5 eV that more partial waves need to be
taken into account explicitly. A comparison with CCC again suggested that
a model potential may represent core polarization effects better than a first
principles approach relying on large CSF expansions.

9.10 The relativistic random phase approximation

9.10.1 The RRPA equations

Many studies of photo-excitation and -ionization in atoms and ions of high
nuclear charge have been performed using the relativistic random phase ap-
proximation (RRPA) [105], which has been reviewed in [106, 107]. A multi-
configuration version (MCRRPA) has been given in [108].

The RRPA starts from a simple DHF model in which the wavefunction is
built from N orbitals ui(r) satisfying DHF equations

(h0 + V )ui = εi ui, i = 1, . . . , N (9.10.1)

where, in relativistic units (� = c = 1, e2 = α),

h0 = α · p + βm− Ze2/r,
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and the DHF potential V is given by

V u(r) =
N∑

j=1

e2
∫

d3r′

|r − r′| [(u
†
juj)′ u− (u†

ju)
′ uj ].

The ground state energy of this model is taken in the many-body formalism as
the Fermi level of a closed-shell ion with N electrons. This system is subjected
to a time-dependent external perturbation

v+e−iωt + v−eiωt

so that

ui(r) → ui(r) + w i+(r)e−iωt + w i+(r)eiωt + . . . (9.10.2)

ignoring terms involving higher powers of exp(±iωt). The linearized (TDHF)
equations for the spinor amplitudes w i±(r) are

(h0 + V − εi ∓ ω)w i± = (v± − V (1)
± )ui +

∑
j

λij uj (9.10.3)

where the Lagrange multipliers λij ensure orthogonality of the w i± to the
occupied orbitals uj and the first order perturbation V (1)

± induces electron-
electron correlations:

V
(1)
± u(r) =

N∑
j=1

e2
∫

d3r′

|r − r′| [(u
†
jw j±)′ ui + (w†

j∓uj)′ ui

− (w†
j∓ui)′ uj − (u†

jui)′w j±]

Solutions to (9.10.3) can be expanded in terms of a basis of solutions of the
homogeneous equations

(h0 + V − εi)w i± + V (1)
± )ui −

∑
j

λij uj = ±ω w i±. (9.10.4)

The eigenvalues ωA and the corresponding spinors wA
i± approximate the ex-

citation spectrum of the atom, and will have continuum as well as discrete
basis elements subject to the orthonormality constraints∫

d3rw†
i±uj = 0, i, j = 1, . . . , N, (9.10.5)

and

N∑
i=1

∫
d3r [wA†

i+w
B
i+ − w

A†
i−w

B
i−] = δ(ωA, ωB). (9.10.6)
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Figure 9.8 shows the lowest order Feynman diagrams contributing to the
RRPA transition matrix elements. The electron-electron interaction, repre-
sented as horizontal broken lines, acts instantaneously. In the literature, this is
always taken to be the Coulomb interaction; however, there is no reason (other
than the extra computational cost) to ignore the instantaneous frequency-
independent Breit interaction if this were to lead to useful improvements in
the quality of the solution. It would be necessary to start from the DHFB
equations rather than the DHF equations in this case.

The radiative transition vertex, Figure 9.8(a), implies the usual minimal
coupling of the electron and photon fields. In the Coulomb gauge, the inter-
action is

v+ = α ·A = v∗
− (9.10.7)

where, if e is the polarization vector,

A = e eik·r,

�
�
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Fig. 9.8. Lowest order Feynman diagrams contributing to the RRPA transition
matrix element: (a) uncorrelated matrix element, (b,c) positive frequency final state
correlations, (d,e) ground state correlations. Time increases up the page. Solid lines:
electrons/holes in the DHF basis. Dashed lines: instantaneous electron-electron in-
teraction. Wiggly lines: photons. a/a: particle/hole labels.
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with |k| = ω in relativistic units. The transition amplitude out of the ground
state is then

T =
∑

i

∫
d3r [w†

i+ α ·Aui + u†
i α ·Aw i−] (9.10.8)

One important advantage of the RRPA is that, with some qualifications, the
amplitude T is gauge independent.

9.10.2 Radial equations

In this section, we shall adopt the notation used in [106], which is somewhat
different from that used in the rest of this book, mainly in order to avoid
transcription errors. The main reason for this is that, as well as using rel-
ativistic units rather than the SI and Hartree atomic units adopted in this
book, Johnson et al. [106] write radial 4-spinors in the form

u(r) =
1
r

(
iGnκ(r)Ωκm(r̂)
Fnκ(r)Ω−κm(r̂)

)
(9.10.9)

where Ωκm(r̂) is the same as our χκm(r̂), equation (3.2.9).7 Comparing
(9.10.9) with our definition (3.2.4), and extracting an overall factor i, we see
that most of the expressions in this book can be transcribed into the notation
of [106] with Pnκ(r) → Gnκ(r) and Qnκ(r) → −Fnκ(r). Radial matrix ele-
ments may also require an additional overall phase factor. Using latin letters
a for the subshell quantum numbers nκ, we write the radial 2-spinor

Fa(r) =
(
Ga(r)
Fa(r)

)
(9.10.10)

so that the closed shell radial DHF equations become

(Ha − εa)Fa = 0 (9.10.11)

where, for each occupied subshell,

Ha =

⎛⎜⎜⎝m− Ze2

r
+ V

d

dr
− κ

r

− d

dr
− κ

r
−m− Ze2

r
+ V

⎞⎟⎟⎠
with the DHF potential defined by

V Fa =
∑

b

(2jb + 1)

{
e2

r
Y0(bb; r)Fa −

∑
l

Λl(ab)
e2

r
Yl(ba; r)Fb

}
.

7 However, Huang and Johnson [108] use the phase convention of this book for
radial decomposition but retain the notation G/F for large/small components
respectively.
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These equations are equivalent to (6.7.12). The exchange coefficients are given
by

Λl(a, b) = π(la, lb, l)
(

ja jb l
−1/2 1/2 0

)2

,

where π(la, lb, l) = 1
2

[
1 + (−1)la+lb+l

]
is the usual Coulomb parity factor.

The perturbation induces transitions from orbitals a = nκ into excitation
channels ā with symmetry κ̄ m̄. The spinor amplitudes wnκm±(r) describing
the excitation can be expanded in terms of auxiliary functions y κ̄ m̄±(r) so
that

wnκm+(r) =
∑
κ̄ m̄

(−1)j−m〈j,−m, j̄, m̄ | j j̄ J M〉

× π(l, l̄, J + λ− 1) y κ̄ m̄+(r)
(9.10.12)

wnκm−(r) =
∑
κ̄ m̄

(−1)j−m+M 〈j,−m, j̄, m̄ | j j̄ J −M〉

× π(l, l̄, J + λ− 1) y κ̄ m̄−(r)

λ = 0, 1 depends on the parity of the excited state: λ = 1 corresponds to an
electric 2J -pole excitation with parity (−1)J , λ = 0 corresponds to a magnetic
2J -pole excitation with parity (−1)J+1. In terms of the radial 2-component
spinors

yā±(r) =
(
Sā±(r)
Tā±(r)

)
, (9.10.13)

associated with y ā±(r), the radial RRPA equations are

[Hā − (εa ± ω)]yā±(r) = −CJ(a, ā)V (1)
J (r)Fa(r)

+
∑
bb̄l

[
A(a b ā b̄ l J)

e2

r
Yl(a b; r) yb̄±(r)

+(−1)jb−jb̄A(a b̄ ā b l J)
e2

r
Yl(a b̄∓; r) Fb(r)

]
+
∑

b

δκbκ̄a λāb±Fb(r) (9.10.14)

for electric multipole perturbations, with π = (−1)J , and
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[Hā − (εa ± ω)]yā±(r) =

+
∑
bb̄l

[
A(−a − b ā b̄ l J)

e2

r
Yl(a b; r) yb̄±(r)

+(−1)jb−jb̄A(−a − b̄ ā b l J)
e2

r
Yl(a b̄∓; r) Fb(r)

]
+
∑

b

δκbκ̄a λāb±Fb(r) (9.10.15)

for magnetic multipole perturbations, with π = (−1)J+1. The notation −a in
(9.10.15) denotes a change of sign κ→ −κ, which modifies the parity selection
rule. The angular coefficients are

A(a b c d l J) = (−1)l+J−jb−jcCl(a c)Cl(b d)
{
ja jb l
jd jc J

}
where

CJ(a b) = (−1)ja+1/2[ja, jb]
(

ja jb J
−1/2 1/2 0

)
π(la lb J)

The potential V (1)
J (r) in (9.10.14) is

V
(1)
J (r) =

∑
bb̄

[J ]−2 CJ(b b̄)
e2

r
[YJ(b b̄+; r) + YJ(b b̄−; r)]

where the sum ranges over all subshell perturbations b̄ of subshells b in the
atom. The notation Yl(b b̄∓; r) implies that the argument b̄ refers to the radial
functions yb̄∓(r), whilst b refers to Fb(r). The Lagrange multipliers λāb± ensure
that the functions yā±(r) are orthogonal to unperturbed orbitals of the same
angular symmetry.

9.10.3 Multipole transition amplitudes

The vector potential A, (9.10.7), has a multipole decomposition [106, Equa-
tion (25)], [109, §4],

A = 4π
∑
JMλ

iJ−λY
(λ)
JM (k̂) · e a

(λ)
JM (9.10.16)

where the Coulomb gauge radial potentials are

a
(0)
JM = jJ(x) Y

(0)
JM (r̂)

(9.10.17)

a
(1)
JM =

(
d

dx
+

1
x

)
jJ(x)Y (1)

JM (r̂) +
√
J(J + 1)jJ(ωr)/ωrY

(−1)
JM (r̂)
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with x = ωr, and Y
(λ)
JM (k̂) is a vector spherical harmonic in the notation used

in [109]. This can be related to the notation of §8.1 by noting that

Y
(0)
JM =

1√
J(J + 1)

LYJM , Y
(−1)
JM = nYJM (9.10.18)

where n is a unit vector along the radius, whilst Y
(1)
JM is defined so that the set

Y
(λ)
JM (k̂) are mutually orthogonal, with λ = −1 corresponding to longitudinal

polarization. The orthonormality relations are∫
Y

(λ)
JM (k̂)∗ · Y

(λ′)
J′M ′(k̂)dk̂ = δJJ′δMM ′δλλ′ . (9.10.19)

Electromagnetic potentials in the Coulomb gauge vector potential can be
related to potentials in other gauges by introducing a gauge function χ such
that

A′ = A +∇χ, φ′ = iω χ

so the the corresponding interaction (9.10.7) is

v′
+ = v+ + (α ·∇χ− iωχ).

The Coulomb gauge potentials (9.10.17) reduce to the nonrelativistic velocity
gauge in the limit α→ 0 and the choice

φ′
JM = −i

√
J + 1
J

jJ(ωr)YJM (r̂)

a
(0)′

JM = jJ(ωr) Y
(0)
JM (r̂) (9.10.20)

a
(1)′

JM = −jJ+1(ωr)

(
Y

(1)
JM (r̂)−

√
J + 1
J

Y
(−1)
JM (r̂)

)

gives the nonrelativistic length gauge. The magnetic multipoles are unaffected
by this sort of gauge transformation. The Coulomb gauge multipole potentials
give transition amplitudes

T
(λ)
JM =

∑
i

∫
d3r [w†

i+ α · a(λ)
JM ui + u†

i α · a(λ)
JM w i−] (9.10.21)

and α ·a(λ)
JM → α ·a(λ)′

JM −φ′
JM in the length gauge. Notice that the only non-

vanishing conribution to T (λ)
JM comes from solutions to the RRPA equations

with the driving term a
(λ)
JM .

Gauge transformations modify the transition amplitude so that

T → T ′ = T +
∑

i

∫
d3r′[w†

i+(α ·∇χ− iωχ)ui + u†
i (α ·∇χ− iωχ)w i−].
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It can be shown, by using equation (9.10.3), that the additional sum vanishes,
so that T ′ = T . This assumes that the sum is taken over a complete set of
states; in practice, the sum is always truncated, so that it will never vanish
completely. The difference of T and T ′ can then be used as an estimate of the
truncation error.

9.11 RRPA rates for photo-excitation and
photo-ionization

9.11.1 Photo-excitation

Photoexcitation rate calculations use the multipole transition formula

Ak = 8παωk

∣∣∣T (λ)
JM

∣∣∣2 , (9.11.1)

where ωk is the energy of the absorbed photon. T (λ)
JM is the amplitude (9.10.19),

which can be expressed in the usual way in terms of radial integrals involving
Fb(r) and yā±(r). For bound states, it is necessary to solve the coupled equa-
tions (9.10.12) and/or (9.10.13) subject to bound state boundary conditions.
The resulting eigenvalue problem has much in common with the problem
of numerical solution of the DHF equations. It requires solving the coupled
equations, here abbreviated[

H
(N−1)
ā − (εā ± ω)

]
yā± = Rā±. (9.11.2)

The Hamiltonian H(N−1)
ā differs from Hā of equations (9.10.12) and (9.10.13)

by using the spherically averaged DHF potential for the ā hole state; terms
omitted from Hā are transferred to the term Rā± which also includes all in-
terchannel coupling terms. A brief account of the iterative method of solution
with references to more detailed explanation is given in [106].

9.11.2 Photo-ionization

The differential cross section for photo-ionization can be written in terms of
the transition amplitude of (9.10.19) as [106, Equation (36)]

dσ

dΩ
=
αEp

2πω
|T |2 (9.11.3)

The total cross section for photo-ionization from the closed subshell a = nκ,
summed over photon polarizations can be written

σa(ω) =
2π2α

ω

∑
Jκλ

J + 1
J(2J + 1)

ω2J

[(2J − 1)!!]2
|〈ā ‖Q(λ)

J ‖a〉RRPA|2 (9.11.4)
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where Q(λ)
J is the multipole moment operator. It is sufficient to consider only

the electric dipole contribution J = λ = 1 for low-energy photons, so that

σa(ω) =
4π2α

3
ω
(
|Dj→j−1|2 + |Dj→j |2 + |Dj→j+1|2

)
(9.11.5)

where
Dj→j̄ = il−l̄eiδκ̄〈κ̄ ‖Q(λ)

J ‖κ〉RRPA.

The angular distribution for electric dipole photoelectrons has the form of
(9.10.16). See [106, Equation (41)] for the asymmetry parameter βa(ω) which
has a similar form to that given by Walker and Waber quoted in (9.10.17).

The RRPA reduced matrix element is a sum of single particle terms

〈ā± ‖Q(λ)
J ‖a〉RRPA =

∑
bb̄

[
〈b̄+ ‖Q(1)

1 ‖b〉+ 〈b̄− ‖Q(1)
1 ‖b〉

]
(9.11.6)

where, in length gauge,

〈b̄± ‖Q(1)
1 ‖b〉 = C1(b b̄)

∫ ∞

0
[Sb̄±Gb + Tb̄±Fb] r dr (9.11.7)

and, in velocity gauge,

〈b̄± ‖Q(1)
1 ‖b〉 = (9.11.8)

±C1(b b̄)ω−1
∫ ∞

0
[(κb − κ̄b + 1)Sb̄±Fb + (κb − κ̄b − 1)Tb̄±Gb] dr

where Gb, Fb are the components of Fb, (9.10.10), and Sb̄, Fb̄ are the compo-
nents of yb̄, (9.10.13).

Let NP be the number of open channels (a, ā) with εa + ω > m having
angular momentum Jπ. Photo-ionizing solutions of the RRPA equations have
spherical outgoing waves in channel (a, ā) and incoming waves in all other
channels. There are NP independent solutions to the RRPA equations, la-
belled with the channel index i = 1, 2, . . . , NP . Starting from approximate
single channel solutions to the homogeneous equations

[H(N−1)
ā − εā]χā = 0,

solutions to the coupled system (9.11.2) are constructed which are regular at
the origin and which have the asymptotic form

y(i)
j (r) → fj(r) δij + gj(r)Kij (9.11.9)

as in (9.2.9). The NP eigenvalues λα of the K-matrix can be expressed in
terms of the eigenphases δα by

λα = tan δα, α = 1, . . . NP , (9.11.10)
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with corresponding eigenvectors Uiα. Define standing wave eigenchannel so-
lutions by

Z(α)
j (r) =

∑
i

y(l)
j Ulα cos δα j, α = 1, . . . NP (9.11.11)

The required S-matrix (physical) solutions with a normalized outgoing wave
in one channel and incoming waves in all other channels are

w(k)
j (r) =

∑
λ

Z(λ)
j (r) e−iδλ Ukλ (9.11.12)

having the asymptotic form

w(k)
j (r) ∼ 1

2
h+

j (r) δjk +
1
2
h−

j (r)S∗
jk (9.11.13)

where8

h±
j (r) ∼

( √
(E +m)/πp

∓i
√

(E −m)/πp

)
e±iζj(r).

From (9.2.11), the S-matrix is defined by

S = UΛU †, Λ = diag e2iδα . (9.11.14)

Finally, we can complete the cross-section calculation by expressing the “phys-
ical” reduced matrix elements of the multipole operator, Q(in)

i , in terms of
eigenchannel amplitudes Q(α):

Q
(in)
i =

∑
α

ediδαUiαQ
(α), Q(α) = QiUiα cos δα (9.11.15)

where Qi is calculated using the standing wave solutions (9.11.9), so that
(9.11.4) becomes

σa(ω) =
2π2α

ω

∑
Jκλ

J + 1
J(2J + 1)

ω2J

[(2J − 1)!!]2
∑

i

∣∣∣Q(in)
i

∣∣∣2 , (9.11.16)

in which the sum over i comprises all those channels for which the final ion
has a hole in subshell a = nκ. The asymmetry parameter is again given by
(8.6.16).

8 The functions h±
j are the same as e±

j , (9.2.7), apart from the conventional differ-
ences in units and relative phases of the components.
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9.12 Comparison with experiment

Space permits only a somewhat selective account of the confrontation of
relativistic photo-excitation and photo-ionization theory with experiment.
Most theoretical work has utilized the semi-relativistic Breit-Pauli R-matrix
method, single channel calculations with DHF wavefunctions following Walker
and Waber [110] and the RRPA scheme. A Dirac R-matrix photo-ionization
package has been available comparatively recently. BP R-matrix theory has
been quite successful for outer shells in the near-threshold region for atoms
and ions [111, 112]. One problem which affects both BP and Dirac R-matrix
theory is the rapidly increasing number of channels that must be taken into
account in intermediate angular momentum coupling, although recent mas-
sive advances in computing power go some way to alleviate it. Because the BP
approximation uses Schrödinger wavefunctions, it has no way to account for
orbital expansion and contraction induced by relativistic dynamics, which is
most easily taken into account using Dirac wavefunctions. The RRPA method
has been very successful in modelling closed shell atoms and ions, but it is
hard to generalize to more complex systems. It includes certain correlation
diagrams to all orders but there is no simple way to account for those that
have been neglected. Nor can it treat channels in which excitation accom-
panies ionization, for which the most promising approach remains the Dirac
R-matrix.

9.12.1 Photo-ionization of outer atomic subshells at high Z

A prominent feature of the energy dependence of the cross section for photo-
ionization of outer subshells is the existence of Cooper minima [113]9, due to
the presence of a zero in the dominant transition matrix element at a certain
photon energy. These minima occur in atoms throughout the Periodic Table
and can strongly influence the shape of the cross section curves. As a general
rule, the minimum of the cross section for a given subshell moves first to higher
energies as Z increases and then back (though not monotonically) towards the
threshold and down into the discrete spectrum [114]. This is easy to explain
in terms of the relative shift of continuum and bound wavefunction nodes as
Z increases.

Besides their effect on energy dependence of the cross section, Cooper
minima are also associated with interesting effects on photoelectron angular
distributions and subshell branching ratios. Kim et al. [114] suggested that
relativistic effects on photo-ionization should be detectable even for outer
electrons and at low energies. Figure 9.9 demonstrates dramatically the ex-
pected features using HS and DHS calculations. Inner shell contraction and
9 The attribution to Cooper recognizes his explanation of the cross section mini-

mum as a general phenomenon and not, as previously thought, confined to photo-
ionization of s-shells. Kim et al. [114, Ref. 3] give reasons for associating it also
with the names of Ditchburn, Bates, and Seaton.
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Fig. 9.9. HS/DHS (broken/solid lines) are radiative matrix elements (Rl/Rj of
§8.6.2) for 6p → εd transitions of uranium. The HS ionization energy is 26.1 eV and
the DHS ionization energies are 34.1 eV for 6p1/2 and 24.6 eV for 6p3/2 respectively.
Reprinted with permission from [114, Figure 1]. Copyright 1981 by the American
Physical Society.

the consequent adjustments in outer shell charge distributions along with rela-
tivistic j-dependence (alias spin-orbit splitting) mean that one nonrelativistic
6p → εd radial matrix element, with a Cooper zero at 57 eV, is replaced by
6p3/2 → εd3/2, 6p3/2 → εd5/2 and 6p1/2 → εd3/2 matrix elements with Cooper
zeros at 65, 93, and 373 eV respectively. Some of the differences in the radial
matrix elements are due to the way in which the Dirac radial components
depend on energy, and some to the replacement of the nonrelativistic p · ε
transition operator by α · ε. The insert to Figure 9.9 shows how the relativis-
tic Cooper zeros move as a function of Z in the neighbourhood of Z = 92.

A recent study of the angular distribution of Xenon 4d photoelectrons near
the Cooper minimum [115] provided the first experimental verification of these
theoretical predictions. In the nonrelativistic case, the asymmetry parameter
is given by
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Fig. 9.10. Energy dependence of experimental asymmetry parameters β3/2 and
β5/2 measured at the same photoelectron energy and corresponding theoretical re-
sults from 20 channel RRPA calculations for Xe 4d photo-ionization. The upper
panel shows the difference β3/2 − β5/2 derived from the results in the lower panel.
The theoretical difference curve is not shown in the region in which the values are
perturbed by 4p → ns, nd resonances, and the shaded area above 130 eV represents
error bars. The theoretical positions of Cooper minima are also shown in the up-
per panel. Reprinted, with permission, from [115]. Copyright 2001 by the American
Physical Society.

dβ =
2R2

p + 12R2
f − 36RpRf cos∆pf

10R2
p + 15R2

f

where Rp, Rf are the two radial partial wave amplitudes in the 4d → εp, εf
channels and ∆pf is their phase shift difference. Thus β = 0.2 when there
is a Cooper minimum in the d → f channel. In the relativistic case, there
are six channels: 4d5/2 → εp3/2, εf5/2, εf7/2 and 4d3/2 → εp3/2, εp1/2, εf5/2
giving different and more complex expressions for β3/2 and β5/2 with the
same nonrelativistic limit. RRPA calculations taking 20 coupled channels with
single excitations from 4s, 4p, 4d, 5s and 5d subshells into account were made
for these asymmetries. The lower panel of Figure 9.10 shows that the energy
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dependence of the two asymmetries is different. The calculation showed that
relativistic dynamical effects on the εp channels were insignificant, and that
β3/2 ≈ 0.2 at the Cooper minimum in the 4d3/2 → εf5/2. The behaviour
of β5/2 was quite similar, taking the value 0.2 at a slightly lower energy.
The energy variation of β3/2 − β5/2 shown in the upper panel provides direct
experimental evidence of relativistic effects. The experiments, described in
more detail in [115], were done independently using hemispherical (HEA)
and time of flight (TOF) electron spectrometers on different beam lines at
the Advanced Light Source at Lawrence Berkeley National Laboratory. The
authors point out that there is no reason to think that Xe 4d is a special case,
and that the behaviour found in this experiment is likely to be quite general.

A 20 channel RRPA calculation for Ra 7s photo-ionization [116] included
all relativistic dipole-allowed channels arising from 7s, 6p, 6s, 5d and 5p sub-
shells. Figure 9.11(a) reveals cross section minima at about 0.4, 1.8 and 5.2
Eh. Agreement between the L and V forms worsens with increasing photon
energy as the effects of channels neglected by the model become more impor-
tant. The cross section below 1 Eh is due to interchannel coupling with the 6p
channels [116] and the minimum just below 2 Eh and the maximum above it
are due to coupling with the 5d channels, consistent with the opening of the
6p channels at about 1 Eh and the 5d channels at about 3 Eh and with the
fact that these channels have their maxima near threshold.

The identification of the minima of Figure 9.11(a) as Cooper minima, is
supported by the data for the angular asymmetry parameter

β =
2R2

3/2 + 4R1/2R3/2 cos(δ1/2 − δ3/2)

R2
1/2 + 2R2

3/2
,

Figure 9.11(b), where Rj is the dipole matrix element to εpj and δj is the
associated phase shift. In practice, the cosine is nearly one, and if the Rj are
close in value then β ≈ 2, independent of photon energy. The calculated values
of β are far from this over much of the energy range and are close to -1 at
each of the cross section minima. Although interchannel coupling modifies the
picture slightly because the real and imaginary parts of the matrix elements
vanish at slightly different energies, the notion of a Cooper minimum is cllearly
relevant. Electron scattering from outer s subshells of high-Z elements can be
expected to show similar behaviour.

9.12.2 Beyond RRPA

Like its nonrelativistic counterpart, RPAE, the RRPA method neglects impor-
tant features of the photoionization process such as relaxation of the atomic
electron distribution, polarization and accompanying excitation of one or more
electrons. Theoretical improvements in nonrelativistic photo-absorption the-
ory, including double photo-ionization processes have been described by Amu-
sia [118]; no relativistic generalizations have appeared so far. The RRPAR
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Fig. 9.11. (a) RRPA cross section, (b) RRPA angular distribution parameter β for
Ra 7s photo-ionization as a function of photon energy. Length (L) and velocity (V)
forms are shown in both graphs. Reprinted with permission from [116]. Copyright
1986 by the American Physical Society.

method provides a simple way to model some of these effects by calculat-
ing the perturbed orbitals using the DHF V N−1 potential of the relaxed ion
rather than a frozen core V N potential. In this approximation, the dipole
matrix elements entering into the various expressions needed are of the form
〈Φn | D |Φ0〉 = γ 〈φ′

ε |D |φi〉 where Φ0, Φn are respectively the ground state
and excited state CSFs, the many-particle dipole operator is a sum of single
particle dipole operators D =

∑N
k=1Dk and γ is the overlap of the (N − 1)-

electron CSFs using the original and relaxed orbitals. The RRPAR method
neglects relaxation in the one-electron matrix elements; it is taken into ac-
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Fig. 9.12. Theoretical and experimental partial cross section for photo-ionization
of 4d electrons from Xenon. Reprinted with permission from [117]. Copyright 1989
by the American Physical Society.

count in the RRPARA modification [119]. A comparison of the RRPA and
RRPAR partial cross sections for the photo-ionization of 4d electrons is shown
in Figure 9.12. The RRPAR cross sections fit the experiments well for photon
energies up to the peak, but the unrelaxed RRPA result is rather better at
energies above 120 keV. Intuitively, one expects the relaxation of the core to
occur before a low energy photoelectron escapes in the manner envisaged by
the RRPAR scheme, but this model is clearly less appropriate at higher pho-
toelectron energies, an interpretation supported by the data of Figure 9.12.

The multichannel multiconfiguration DHF (MMCDF) model [120] has
been used, for example, to study multiple excitation near the 5s excitation
threshold in Xenon [121]. Discrete and continuum orbitals for the final ionic
state were optimized with respect to the 5s-hole configuration keeping pre-
viously optimized orbitals frozen. Orthogonality of core and excited orbitals
was enforced by using Lagrange multipliers. The final state wave function
involved first a CI calculation using 6 CSFs with J = 1/2 belonging to the
[5s] and [5p2]5d configurations10. The initial- and final-state orbitals and the
ionic eigenvectors generated with the aid of the GRASP code provided input
to a K-matrix code. Altogether 23 channels resulted when the ionic states
were coupled to outgoing εp1/2,3/2 orbitals. The cross sections and angular
asymmetry parameters agreed with corresponding RRPA results [122, 123] to
within a few per cent. A recent review by Huang et al. [124] of the MCRRPA
approach [108] considers applications to atomic photoionization.

10 Square brackets denote hole configurations; e.g. [5s] means a state with one elec-
tron removed from the 5s subshell
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Marinković B 1993 J. Phys. B: At. Mol. Opt. Phys. 26, 1005.
89. Zubek M, Gulley N, Danjo A and King G C 1996 J. Phys. B: At. Mol. Opt.

Phys. 29, 5927.
90. Wijesundera W J, Grant I P and Norrington P H 1992 J. Phys. B: At. Mol.

Opt. Phys. 25, 2143.
91. Bartschat K and Madison D H 1987 J. Phys. B: At. Mol. Phys. 20, 1609.
92. Srivastava R, Zuo T, McEachran R P and Stauffer A D 1993 J. Phys. B: At.

Mol. Opt. Phys. 26, 1025.
93. Bartschat K and Burke P G 1986 J. Phys. B: At. Mol. Phys. 19, 1231.
94. Lorentz S R, Scholten R E, McClelland J J, Kelley M H and Celotta R J 1991

Phys. Rev. Lett. 67, 3761.
95. McClelland J J, Lorentz S R, Scholten R E, Kelley M H and Celotta R J 1991

Phys. Rev.A 46, 6079.
96. Baum G, Moede M, Raith W and Sillmen U 1986 Phys. Rev. Lett. 57, 1855.
97. Bartschat K and Bray I 1996 Phys. Rev. A 54, 1723.
98. Bartschat K 1993 J. Phys. B: At. Mol. Opt. Phys. 26, 3695.
99. Ait-Tahar S, Grant I P and Norrington P H 1997 Phys. Rev. Lett. 79, 2955.
100. Baum G, Raith W, Roth B, Tondera M, Bartschat K, Bray I, Ait-Tahar S,

Grant I P and Norrington P H 1999 Phys. Rev. Lett. 82, 1128.
101. Burke P G and Mitchell J F B 1974 J. Phys. B: At. Mol. Phys. 7, 214.
102. Farago P S 1974 J. Phys. B: At. Mol. Phys. 7, L28.
103. Bederson B 1969 Comments At. Mol. Phys. 1, 41, 65.
104. Gehenn W and Reichert F 1977 J. Phys. B: At. Mol. Phys. 10, 3105.
105. Johnson W R and Lin C D 1977 J. Phys. B: At. Mol. Phys. 10, 331.
106. Johnson W R, Lin C D, Cheng K T and Lee C M 1980 Physics Scripta 21,

409.
107. Johnson W R 1988 Adv. Atom. Molec. Phys. 25, 375.
108. Huang K-N and Johnson W R 1982 Phys. Rev. A 25, 634.
109. Akhiezer A I and Berestetskii V B 1965 Quantum Electrodynamics (New York:

Interscience Publishers).
110. Walker T E H and Waber J M 1973 J. Phys. B: At. Mol. Phys. 6, 1165.



532 References

111. Müller A, Phaneuf R A, Aguilar A, Gharaibeh M F, Schlachter A S, Alvarez
I, Cisneros C, Hinojosa G and McLaughlin B M 2002 J. Phys. B: At. Mol. Opt.
Phys. 35, L137.

112. Schippers S, Müller A, McLaughlin B M, Aguilar A, Cisneros C, Emmons E
D, Gharaibeh M F and Phaneuf R A 2003 J. Phys. B: At. Mol. Opt. Phys. 36,
3371.

113. Cooper J W 1962 Phys. Rev. 128, 681.
114. Kim Y S, Ron A, Pratt R H, Tambe B R and Manson S T 1981 Phys. Rev.

Lett. 46, 1326.
115. Wang H, Snell G, Hemmers O, Sant’Anna M M, Sellin I, Berrah N, Lindle D

W, Desmukh P C, Haque N amd Manson S T 2001 Phys. Rev. Lett. 87, 123004.
116. Desmukh P C, Radojevic V and Manson S T 1986 Phys. Rev. A 34, 5162.
117. Kutzner M, Radojević V and Kelly H P 1989 Phys. Rev. A 40, 5052.
118. Amusia M Ya 1990 Atomic Photoeffect (New York: Plenum Press).
119. Kutzner M, Shamblin Q, Vance S E and Winn D 1997 Phys. Rev. A 55, 248.
120. Tulkki J and Aberg T 1985 J. Phys B: At. Mol. Phys. 18, L489.
121. Tulkki J 1989 Phys. Rev. Lett. 62, 2817.
122. Johnson W R and Cheng K T 1978 Phys. Rev. Lett. 40, 1167.
123. Desmukh P C and Manson S T 1985 Phys. Rev. A 32, 3109.
124. Huang K-N, Chi H-C and Chou H-S 1995 Chinese J. Phys. 33, 565.



10

Molecular structure methods

10.1 Molecular and atomic structure methods

The nuclei in a molecule provide a skeleton that has usually no dominant
centre of spherical symmetry, so that much of the elaborate technology of
atomic theory developed in earlier chapters loses its relevance.. The history of
the relativistic theory of molecular electronic structure over the past 20 years
has been both turbulent and confusing. This chapter presents an account of
the Dirac theory of molecular (and atomic) structure in terms of finite ma-
trix methods. Just as nonrelativistic quantum chemistry is mostly built on
the use of atomic and molecular orbitals constructed from Gaussian-type or-
bitals (GTOs), relativistic quantum chemistry makes use of their relativistic
analogues: G-spinors. The straightforward similarity of the formulation may
surprise those familiar with the conventional treatment of relativistic molec-
ular structure in terms of a confusing plethora of relativistic corrections. The
perturbation operators generating these corrections can be quite difficult to
handle, and their complexity can obscure rather than illuminate the underly-
ing physics.

Nonrelativistic molecular structure calculations start from a quantum me-
chanical Hamiltonian for an assembly of N electrons and a number of massive
charged structureless nuclei, charges ZA, ZB , . . . at positions A,B, . . . :

H = HN + he + VeN

where, with atomic units,

HN =
∑
A

1
2MA

p2
A +

∑
A<B

ZAZB

|A−B|

is the nonrelativistic nuclear Hamiltonian,

he =
N∑
1

1
2m

p2
i +
∑
i<j

1
|ri − rj |
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is the nonrelativistic Hamiltonian for the electrons, including their Coulomb
repulsion energy, and

VeN = −
∑
A

∑
i

1
|ri −A|

is the electron-nuclear interaction energy. This translates into a Schrödinger
equation in the configuration space of NA +Ne particles.

The difficulty of formulating a consistent relativistic theory of the atom
including nuclear motion was discussed in §8.8, and this becomes even more
intractable for molecules and condensed matter. Each nucleus has an internal
structure whose effect on electronic motions is small but is not entirely negligi-
ble. How are we to model this? A “first principles” approach might use nuclear
structure theory to describe each nucleus as a collection of nucleons whose
states are determined by strong nuclear forces. This presents a formidable
problem that we may try to avoid by treating the nuclei as relativistic par-
ticles with mass, momentum, charge, and electromagnetic moments. Whilst
this has been attempted for simple systems like the hydrogen atom [3], it
seems far too complicated for diatomic and polyatomic molecules, for which
the nonrelativistic theory of nuclear motion used in molecular spectroscopy
is already complicated enough [4]. In practice, there is little alternative but
to treat the nuclear dynamics in the conventional nonrelativistic manner. We
shall therefore focus first on the Born-Oppenheimer model: the nuclei have
fixed positions, and we make no attempt to deal with nuclear motion. The
nuclei will be treated as having finite spherical charge densities. Electric and
magnetic multipole moments generate hyperfine interactions that we may in-
corporate as perturbations. As in §4.14, we treat electron dynamics using
the Dirac operator, taking the relativistic electron-electron interaction in the
Coulomb gauge. This means that the unquantized electronic Hamiltonian is,
(4.14.1),

H =
∑

i

hDi +
∑
i<j

(
1

|ri − rj |
+ gB(|ri − rj |)

)
+

1
2

∑
A
=B

ZAZB

|A−B| (10.1.1)

where
hDi = cαi · pi + βi c

2 −
∑
A

VA(|ri −A|)

is the Dirac Hamiltonian for the i-th electron in the presence of the bare nuclei
and the second summation is the electron-electron interaction potential in
Coulomb gauge. The last term is the Coulomb repulsion energy of the nuclei,
which is constant in the Born-Oppenheimer approximation, but which must
be included if we wish to calculate the molecular potential energy surface,
which will enable us to model the nuclear motion adiabatically.

The electron-nuclear interaction, VA, depends on the choice of nuclear
model. We shall use a Gaussian density distribution for convenience; a wide
range of more elaborate nuclear models for quantum chemistry is discussed,
for example, by Andrae [5].
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10.2 Dirac-Hartree-Fock-Breit equations for closed shell
atoms

10.2.1 DHFB energy of a closed shell atom

The DHF energy expression for a configuration containing only closed sub-
shells is given in (6.6.17)

EDHF =
∑
A

(2jA + 1)
{
I(A,A)

+
1
2

∑
B

(2jB + 1)
[
F 0(A,B)−

∑
k

b k
κA,κB

Gk(A,B)
]}
, (10.2.1)

where

b k
κ,κ′ =

(
j k j′

−1/2 0 1/2

)2

,

The magnetic interaction,(6.6.21), between a pair of closed subshells in the
Breit approximation (ω → 0), [6] is

EBreit =
1
2

∑
AB

∑
k

(−1)jA−jB+kXk(ABBA). (10.2.2)

When lA + lb + k is odd,

(−1)jA−jB+kXk(ABBA) (10.2.3)

= −(2jA + 1)(2jB + 1) b k
κA,κB

(κA + κB)2

k(k + 1)

+1∑
γ=−1

Gk
γ(AB),

and when lA + lb + k is even,

(−1)jA−jB+kXk(ABBA) (10.2.4)

= (2jA + 1)(2jB + 1) b k
κA,κB

∑
k′=k±1

+1∑
γ=−1

xk′k
γ Gk′

γ (AB).

Only the exchange type terms contribute; the direct terms all vanish. The
Slater integrals were defined in §6.5.

10.2.2 Spinor basis function representation

Each orbital a in subshell A, with symmetry κ, can be written in the form
(5.6.1):

ψA(x) =

[ ∑Nκ

µ=1 c
+1
µAM [+1, µ,x]

i
∑Nκ

µ=1 c
−1
µAM [−1, µ,x]

]
, (10.2.5)
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where the coefficients cβµA can be assumed real. The normalized 2-spinors
M [β, µ,x], where β = +1 for upper and β = −1 for lower components1, can
be written as in (5.7.10)

M [β, µ,x] = Nβ
µ m[β, µ,x] =

gβ
µ(r)
r

χκ,m(θ, ϕ) (10.2.6)

where gβ
µ(r) is the normalized radial basis function

gβ
µ(r) = Nβ

µ g
β
µ(r).

We postpone consideration of specific functional forms for gβ
µ(r) to §10.3.

10.2.3 Matrix of the radial Dirac operator

The radial Dirac operator commutes with the components of the angular
momentum operator and parity, and its matrix is therefore block-diagonal
with respect to κ. Each such 2Nκ×2Nκ block can in turn be decomposed into
four Nκ×Nκ blocks labelled by the component indices β and β′. Substituting
(10.2.5) in (6.3.9) gives

I(A,B) =
∑
β,β′

∑
µν

cβµA h
β,β′
µν cβ

′
νB =

∑
β,β′

tr
(
cβ†

A hβ,β′
κ cβ′

B

)
(10.2.7)

where the trace is over the indices µ, ν, and κA = κB . The Hermitian matrix
hβ,β′

κ has four Nκ ×Nκ blocks

hβ,β
µν = V β,β

µν + (β − 1)mc2Sβ,β
µν , hβ,−β

µν = cΠβ,−β
µν , β = ±1, (10.2.8)

with matrix elements

V β,β
µν =

∫ ∞

0
gβ∗

µ (r)vnuc(r)gβ
ν (r) dr

Sβ,β
µν =

∫ ∞

0
gβ∗

µ (r)gβ
ν (r) dr (10.2.9)

Πβ,−β
µν =

∫ ∞

0
gβ

µ(r)
(
−β d
dr

+
κ

r

)
g−β

ν (r) dr

as in the one-electron case.

10.2.4 Coulomb Slater integrals

The two-electron integrals in (10.2.1) are special cases of the general Slater
integral, (6.4.8), which can be expanded as

1 The indices β = +1 and β = −1 are equivalent to the labels L and S respectively.
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Rk
C(ABCD) =

∑
β,β′

∑
µνστ

cβµA c
β
νC . c

β′
σB c

β′
τD

(
µβνβ

∣∣∣σβ′
τβ′)k

(10.2.10)

where(
µβνβ′

∣∣∣σβ′′
τβ′′′)k

=
∫ ∞

0

∫ ∞

0
gβ

µ(r)gβ′
ν (r)Uk(r, s) gβ′′

σ (s)gβ′′′
τ (s) drds

(10.2.11)
from which

F 0(A,B) =
∑
ββ′

∑
µνστ

cβµA
cβνA

. cβ
′

σB
cβ

′
τB

(
µβνβ

∣∣∣σβ′
τβ′)0

(10.2.12)

and

Gk(A,B) =
∑
ββ′

∑
µνστ

cβµA
cβνA

. cβ
′

σB
cβ

′
τB

(
µβσβ′

∣∣∣ νβτβ′)k

. (10.2.13)

10.2.5 Breit integrals for closed shells

The magnetic interaction matrix Bκ can be treated in the same way. The
Breit interaction (10.2.2) between a pair of closed subshells is [6, Equations
(28), (29)]

(−1)jA−jB+kXk(ABBA)

= [jA, jB ]
k+1∑

k′=k−1

+1∑
γ=−1

xk′k
γ (AB)Gk′

γ (AB), (10.2.14)

where

Gk′
+1(AB) =

∑
µνστ

c+µA
c−νB

. c+σA
c−τB

(
µ+

Aν
−
B

∣∣∣σ+
Aτ

−
B

)k′

Gk′
0 (AB) =

∑
µνστ

c+µA
c−νB

. c+σB
c−τA

(
µ+

Aν
−
B

∣∣∣σ+
Bτ

−
A

)k′

(10.2.15)

Gk′
−1(AB) =

∑
µνστ

c+µB
c−νA

. c+σB
c−τA

(
µ+

Bν
−
A

∣∣∣σ+
Bτ

−
A

)k′

with coefficients
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xk−1,k
±1 (AB)

= −b k
κA,κB

[k ± (κB − κA)][(k + 1)(2k + 1)∓ 2(κB − κA)(k − 3)]
2(2k − 1)(2k + 1)

,

xk−1,k
0

= b k
κA,κB

k(k + 1)(2k + 1)∓ 2(κB − κA)2(k − 3)
(2k − 1)(2k + 1)

,

xk+1,k
±1

= ∓b k
κA,κB

[κB − κA ∓ (k + 1)][k(k + 1)± (κB − κA)(k + 3)]
(2k + 1)(2k + 3)

,

xk+1,k
0 (10.2.16)

= −2b k
κA,κB

k(k + 1)2 + (κB − κA)2(k + 3)
(2k + 1)(2k + 3)

,

and

xk,k
±1 = −b k

κA,κB

(κA + κB)2

k(k + 1)
, xk,k

0 = −2b k
κA,κB

(κA + κB)2

k(k + 1)
.

The angular momentum and parity selection rules limit k′ and k so that the
coefficients are non-zero only if lA + lb + k is odd for k′ = k and even for
k′ = k ± 1.

10.2.6 The DHFB Fock matrix

The DHFB energy (6.6.17) can be written as a relativistic generalization of
an equation familiar to quantum chemists (e.g. [7, Equation (6.2.5)]),

EDHFB =
∑

κ

∑
ββ′

tr
{
hββ′

κ +
1
2
(Jββ′

κ −Kββ′
κ + Bββ′

κ )
}

(Dββ′
κ )†, (10.2.17)

emphasizing the close links between relativistic and nonrelativistic SCF the-
ories. Equation (10.2.17) features density matrices

D ββ′
κµν =

∑
A

(2jA + 1)cβµA
cβ

′
νA
δκA,κ (10.2.18)

where the sum runs over all Nκ occupied subshells A, and Nκ ×Nκ matrices
Jββ′

κ ,Kββ′
κ , and Bββ′

κ , which are components of the Fock matrix for symmetry
κ [8, Equation (165)],

F κ = hκ + Jκ −Kκ + Bκ (10.2.19)

with

hκ =
(

V ++
κ cΠ+−

κ

cΠ−+
κ −2mc2S−−

κ + V −−
κ

)
,
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as in (10.2.7) and (10.2.8), and

Jκ =
(

J++
κ 0
0 J−−

κ

)
, Kκ =

(
K++

κ K+−
κ

K−+
κ K−−

κ

)
,

The Breit matrix Bκ has a similar structure to the exchange Coulomb matrix
Kκ. The DHFB equations for each symmetry,

F κ cκ = εκ Sκ cκ, (10.2.20)

are coupled to other symmetries through the matrices Jκ, Kκ, and Bκ. We
shall discuss methods of solution below. The direct matrices Jββ

κ and the
exchange matrices Kββ′

κ are built respectively from the integrals

J0, ββ, β′β′
κµν,κ′στ =

(
µβνβ

∣∣∣σβ′
τβ′)0

, Kk, ββ′, ββ′
κµσ,κ′ντ =

(
µβσβ′

∣∣∣ νβτβ′)k

.

Their matrix elements are

J ββ
κµν =

∑
κ′στ

∑
β′
J0,ββ,β′β′

κµν,κ′στD
β′β′

κ′στ , (10.2.21)

and
K ββ′

κνσ =
∑

k

b k
κ,κ′

∑
κ′στ

Kk, ββ′, ββ′
κµν,κ′στ D

ββ′
κ′στ . (10.2.22)

The Breit matrix elements derived from (10.2.14) can be written2

B ββ
κµν =

∑
k

∑
κ′στ

eββ
k (κ, κ′)D−β −β

κ′στ K
k,ββ,−β −β
κµν, κ′στ , (10.2.23)

B β −β
κµν =

∑
k

∑
κ′στ

fk(κ, κ′)D−β β
κ′στ K

k,β −β,−β β
κµν, κ′στ . (10.2.24)

Numerical values of the coefficients eββ
k (κ, κ′), fk(κ, κ′) for s- and p-orbitals

have been tabulated in [9, Table I].

10.3 One-centre interaction integrals

The construction of the atomic hκ matrices with S-spinors and G-spinors was
presented in §5.9 and §5.10 respectively. This subsection discusses the eval-
uation of the interaction integrals (µβ , νβ′ |σβ′′

, τβ′′′
)k defined in (10.2.11).

These can all be represented as linear combinations of integrals of the form

2 Compare [9, Equations (27a-c)]; a factor (2j′ + 1) has been absorbed here in the
density matrix elements. The last term of [9, Equation (27b)], which vanishes
identically, has here been omitted.



540 10 Molecular structure

(µ, ν |σ, τ)k =
∫∫

sµ(r)sν(r)Uk(r, s) sσ(s)sτ (s) drds,

where sµ(r) denotes the monomial

sµ(r) =
{
rγµ+1 e−λµr (S-spinors),
rlµ+1 ed−λµr2

(G-spinors),
(10.3.1)

We first decompose these integrals into two parts,

(µ, ν |σ, τ)k = Sk(µν |στ) + Sk(στ |µν), (10.3.2)

where

Sk(µν |στ) =
∫ ∞

0
dr

∫ ∞

r

ds sµ(r)sν(r)
rk

sk+1 sσ(s)sτ (s).

In the S-spinor case, we put [10, p. 177]

a = γσ + γτ + 2− k, b = γµ + γν + 3 + k, A = λσ + λτ , B = λµ + λν

and transform the integral into

Sk(µν |στ) = Γ (a)Γ (b)A−aB−b Ix(a, b) (S) (10.3.3)

where the label (S) signifies this equation refers to S-spinors,

Ix(a, b) =
1

B(a, b)

∫ x

0
ta−1(1− t)b−1dt, x =

A

A+B
, 0 ≤ x ≤ 1,

is an incomplete Beta function defined in [11, (6.6.2)],

B(a, b) = Γ (a)Γ (b)/Γ (a+ b),

and the Gamma functions Γ (z) are defined in [11, (6.1.1)] or (5.9.3). Thus

(µ, ν |σ, τ)k = Γ (a)Γ (b)A−aB−b (Ix(a, b) + I1−x(b, a)) (S) (10.3.4)

The G-spinor case is very similar; one first rewrites the integral in terms
of r′ = r2 and s′ = s2 to put it into the required form, after which we find,
[8, Equation (180)],

(µ, ν |σ, τ)k =
1
4
Γ (a)Γ (b)A−aB−b (Ix(a, b) + I1−x(b, a)) (G) (10.3.5)

with the label (G) signifying G-spinors,

a = (lσ + lτ + 2− k)/2, b = (lµ + lν + 3 + k)/2,

and A = λσ + λτ and B = λµ + λν are the same as in the S-spinor case.
These formulae allow us to evaluate all the closed shell interaction integrals
we have encountered so far. An efficient recurrence scheme [10] for evaluating
very large numbers of the normalized incomplete beta functions Ix(a, b) will
be found in Appendix A.3.6.
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10.4 Numerical examples

Ishikawa, Quiney, and Malli [9] have studied the performance of G-spinor
matrix DHF and DHFB models of a number of closed shell atoms: the rare
gases He, Ne, Ar, Kr, Xe, and the alkaline-earth atoms Be, Mg, Ca, and Sr.
All the calculations used even-tempered [12] or well-tempered exponents [13];
small- and medium-size exponent sets [14] were also used for Ne and Ar. A
comparison of total energies for Ar obtained in this way as the basis was
refined is shown in Table 10.1. The Breit interaction, here calculated as the
difference of the two SCF energies, raises the energy by the amount shown in

Table 10.1. DHFB and DHF total energies (Eh) for Ar: dependence on basis set.
Reprinted with permission from [9, Table IV]. Copyright 1991 American Physical
Society.

Basis EDHFB EDHF EBreit

10s 7p G -527.988 940 0 -528.120 319 3 +0.131 379 3
14s 10p G -528.534 308 4 -528.666 604 0 +0.132 295 6
16s 11p G -528.549 164 3 -528.681 481 6 +0.132 317 3
17s 13p G -528.550 723 2 -528.683 044 8 +0.132 321 6
17s 14p G -528.550 998 6 -528.683 321 3 +0.132 322 7
17s 15p G -528.551 037 8 -528.683 360 6 +0.132 322 8
27s 22p G -528.551 446 4 -528.683 769 4 +0.132 323 0
28s 23p G -528.551 476 0 -528.683 799 0 +0.132 323 0

GRASP(finite) -528.683 84

17s 17p S -528.552 124 9 -528.684 450 5 +0.132 365 3
GRASP(point) -528.684 450 1

the last column. This difference stabilizes more rapidly than the total energy.
The line labelled GRASP(finite) gives the total energy from a finite difference
DHF calculation for the same nuclear model.

The G-spinor calculations used a finite nucleus [9] and an old value, c =
137.037 3, of the speed of light. Similar calculations [15] were earlier performed
for a point nucleus, with a more recent value of the speed of light, c=137.035
989 5, and up to even-tempered 17s, 17p S-spinors. The results, at the bottom
of the table, were of comparable quality. Both DHF and DHFB S-spinor ener-
gies with a point nucleus were about 0.65 mEh lower than the corresponding
G-spinor finite nucleus calculations, in good agreement with the difference in
the corresponding GRASP calculations. The perturbation calculation of the
Breit energy gave a total energy -528.552 085 19 Eh. This is some 40 µEh

higher than the variational value; the difference is likely to be due mainly to
higher order effects not accounted for in the perturbation calculation.
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The variational treatment of the Breit interaction reduces the size of the
energy eigenvalues and dilates the orbitals, by about 1 part in 104 in the
case of Ar [15]. This small effect is consistent with the close agreement of the
variational and perturbative values of EBreit in Ar. Quiney et al. [15] explored
the second order correlation energy in Ar in the NVP scheme, ignoring the
even smaller contribution of negative energy states. The total nonrelativistic
second-order energy at the f -limit was -638 680 µEh, to be compared with -639
424 µEh and -646 206 µEh when using DHF and DHFB orbitals respectively.
The corresponding shifts were - 744 µEh for DHF and -7526 µEh for DHFB.
Although much of the relativistic shift is due to the inner core electrons, in
particular the 1s2 pair energy, the remainder comes from subtle interactions
between the core and valence electrons. The surprisingly large shift due to the
use of DHFB orbitals indicates that that there may be much to be gained by
adopting the DHFB solution as a starting point for more accurate calculations.

The DHF and DHFB orbital eigenvalues of Xe (Z=54) using the 23s 21p
14d basis set of Huzinaga [13] are shown in Table 10.2. The Breit interac-

Table 10.2. DHF and DHFB orbital eigenvalues (Eh) for Xe. Reprinted with per-
mission from [9, Table VIII] Copyright 1991 American Physical Society.

Orbital DHF DHFB

1s1/2 -1277.258 -1274.292
2s1/2 -202.465 0 -202.184 5
2p1/2 -189.678 2 -189.198 8
2p3/2 -177.704 5 -177.380 6
3s1/2 -43.010 36 -42.969 91
3p1/2 -37.659 54 -37.584 81
3p3/2 -35.325 18 -35.280 06
3d3/2 -26.023 29 -26.000 13
3d5/2 -25.537 03 -25.526 86
4s1/2 -8.429 814 -8.424 185
4p1/2 -6.452 325 -6.440 767
4p3/2 -5.982 693 -5.977 144
4d3/2 -2.711 237 -2.711 006
4d5/2 -2.633 670 -2.635 577
5s1/2 -1.010 069 -1.009 779
5p1/2 -0.492 489 3 -0.491 736 3
5p3/2 -0.439 730 7 -0.439 636 7

tion destabilizes all orbitals by amounts ranging from 3 Eh in the case of
1s1/2 down to ∼ 10−4 Eh in the valence shell, 5p. This is a measure of the
self-consistent magnetic repulsion of the electron current distributions. The
DHFB approximation provides an economical starting point for more accurate
calculations using the open-shell coupled cluster method [16].
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10.5 The DHFB method for closed shell molecules

The construction of the DHFB equations for molecules with fixed nuclei can
be done on similar lines. The equations differ in two ways. An isolated atom
has no preferred orientation, so that the states can always be classified by
the irreducible representation of the rotation group to which they belong, and
the Fock matrix takes a block diagonal form. Similarly symmetric molecules
have states that can be classified according to a (double) point group repre-
sentation, and the Fock matrix can also be decomposed into block diagonal
form. This is not possible in the general case. Secondly, molecular orbitals
(MOs) are linear combinations of atomic orbitals (AOs) that are themselves
linear combinations of spinor basis functions centred on the nuclei. The new
technical challenge is to evaluate multi-centre integrals over the spinor basis
set.

The energy of a closed shell molecule can be written in a form similar to
(10.2.17)

EDHF =
∑
ββ′

tr
{
hββ′

+
1
2
(Gββ′

+ Bββ′
)
}

(Dββ′
)†, (10.5.1)

with a Fock matrix
F = h + G + B. (10.5.2)

where, as in (10.2.7), (10.2.8),

h =
(

V ++ cΠ+−

cΠ−+ −2mc2S−− + V −−

)
,

and the two-electron Coulomb and Breit matrices are partitioned so that

G =
(

G++ G+−

G−+ G−−

)
, B =

(
B++ B+−

B−+ B−−

)
.

When expanded in a multi-centre G-spinor basis set, the sub-matrix compo-
nents of h are given formally by (10.2.8),

hβ,β
µν = V β,β

µν + (β − 1)mc2Sβ,β
µν , hβ,−β

µν = cΠβ,−β
µν , β = ±1,

where the indices µ, ν are no longer restricted to a single centre. The closed
shell two-electron interactions can be expressed in terms of the density ma-
trices

Dββ′
µν =

∑
A

(
cβµA

)∗
cβ

′
νA. (10.5.3)

The Coulomb matrix components can be written in terms of primitive inte-
grals over two-component basis functions as
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Gββ
µν =

∑
στ

{
[(µβ, νβ |σβ, τβ)− (µβ, τβ |σβ, νβ)] Dββ

στ

+(µβ, νβ |σ − β, τ − β)D−β −β
στ

}
. (10.5.4)

and

Gβ,−β
µν = −

∑
στ

(µβ, τβ |σ − β, ν − β)D−ββ
στ . (10.5.5)

The Breit interaction has a similar form but the integrals have a different ker-
nel. Explicit formulae for G-spinor basis functions appear below. This matrix
structure is the same as for the closed shell atom, although new integrals in
which the basis functions refer to different centres are needed in the molecular
case.

10.6 G-spinor basis functions

The molecular orbitals (MO) of the matrix method will be linear combinations
of G-spinors on the different nuclei labelled by multi-indices

µ ≡ {Aµ, aµ, κµ,mµ} (10.6.1)

consisting of the nuclear position vector Aµ, the Gaussian exponent aµ, and
the usual angular momentum quantum numbers. The G-spinors are two-
component objects defined as in (10.2.6),

M [β, µ,x] = Nβ
µ m[β, µ,x] =

gβ
µ(r)
r

χκ,m(θ, ϕ), β = ±1,

with
gβ

µ(r) = Nβ
µ g

β
µ(r).

For polyatomic problems it is convenient to write G-spinor components in
terms of unnormalized scalar spherical Gaussian-type functions (SGTF) [17]

S(a, rA;n, l,m) = r2n
A Ylm(rA) exp(−ar2A), (10.6.2)

in which Ylm(rA) denotes the normalized solid harmonic defined by [19]

Ylm(rA) = slmr
l P

|m|
l (cos θA) eimϕA , (10.6.3)

with standard normalization and phase

slm = (−1)(m+|m|)/2
[
2l + 1

4π
(l − |m|)!
(l + |m|)!

]1/2

. (10.6.4)

It is convenient to combine slm with the CG-symbols in each component of
the four-spinor by writing
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Cη
lm = slm

(
l + 1/2 + ηm

2l + 1

)1/2

. (10.6.5)

Then, if ηµ = sgn κµ = ±1, lµ = jµ + 1
2ηµ, and jµ = |κµ| − 1

2 ,

M [+1, µ, rAµ ] = N+
µ

[
−ηµ C

−ηµ

lµmµ
S[aµ, rAµ ; 0, lµ,mµ − 1/2]

C
+ηµ

lµmµ
S[aµ, rAµ

; 0, lµ,mµ + 1/2]

]
, (10.6.6)

and

M [−1, µ, rAµ
] = N−

µ

⎡⎢⎢⎢⎣
ηµC

ηµ

lµ,mµ

{
tµ S[aµ, rAµ ; 0, lµ,mµ − 1/2]

−2aµ S[aµ, rAµ
; 1, lµ,mµ − 1/2]

}
C

−ηµ

lµ,mµ

{
tµ S[aµ, rAµ ; 0, lµ,mµ + 1/2]

−2aµ S[aµ, rAµ ; 1, lµ,mµ + 1/2]
}
⎤⎥⎥⎥⎦ ,

(10.6.7)

where lµ = lµ − ηµ, tµ = κµ + lµ + 1 and rAµ
= r − Aµ. All coefficients

are defined in terms of the “nonrelativistic” (large component) value of lµ =
jµ + 1

2ηµ. The normalization factors, which do not depend upon the sign of
κµ, are given by

N+
µ =

√
2(2aµ)lµ+3/2

Γ (lµ + 3/2)
, N−

µ =

√
2(2aµ)lµ+1/2

Γ (lµ + 5/2)
. (10.6.8)

Notice that tµ = 0 when κµ < 0 and tµ = 2lµ + 1 when κµ > 0, so that
the G-spinor small components for κµ < 0 are less expensive to construct.
The kinetic matching construction, §5.7, is responsible for the more complex
structure of (10.6.7).

10.7 The charge-current density

All interaction integrals are built from the components of the relativistic
charge-current density resulting from the overlap of two radial spinors. In
nonrelativistic notation, j = (c!µν , jµν),

!µν(x) = !++
µν (x) + !−−

µν (x), where

!ββ
µν (x) = −eM†(β, µ,x).M(β, ν,x), and (10.7.1)

j+−
µν (x) =

(
j−+

νµ

)∗
= −i ecM†(+1, µ,x) σM(−1, ν,x).

Using the abbreviated notation

M [β, µ, rAµ ] →
[
M(β, µ)1
M(β, µ)2

]
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the charge density matrix elements are

!ββ
µν (x) = −e {M∗(β, µ)1.M(β, ν)1 +M∗(β, µ)2.M(β, ν)2} (10.7.2)

and the spherical components3 of j+−
µν are(

j+−
µν

)
+1

= +i ec
√

2M∗(+1, µ)1M(−1, ν)2(
j+−

µν

)
−1

= −i ec
√

2M∗(+1, µ)2M(−1, ν)1 (10.7.3)(
j+−

µν

)
0

= −i ec [M∗(+1, µ)1M(−1, ν)1 −M∗(+1, µ)2M(−1, ν)2]

in which we have used the standard representation of the Pauli σ matrices.

10.8 Two-centre overlaps

Bilinear products of spinor components, (10.7.2) and (10.7.3), are themselves
linear combinations of products of the SGTF defined in (10.6.2). The popu-
larity of Gaussian type functions in quantum chemistry rests on the fact that
the product of two “simple” GTF on different centres can be written as a
multiple of a “simple” GTF on a third centre [17, p. 2]:

exp(−arA
2). exp(−brB

2) = KAB exp(−p rP
2) (10.8.1)

where rA = r −A etc., and

p = a+ b, P = (aA + bB)/p, KAB = exp
(
−ab|A−B|2/p

)
.

Since SGTF are products of “simple” GTF with homogeneous polynomials in
(xA, yA, zA) of degree 2n + l, (10.6.2), each SGTF product can be expanded
in the form [17]

S(a, rA;n, l,m)S(b, rB ;n′, l′,m′) (10.8.2)

=
∑

k∈TΛ

E[n, l,m ; n′, l′,m′ ; k].H(p, rP ; k)

where E[n, l,m ; n′, l′,m′ ; k] is a numerical coefficient depending on the posi-
tion vectors A and B. The common factor KAB multiplying all terms on the
right hand side of (10.8.2) has been absorbed into the E-coefficients; the cost
involved is negligible as the factor can be incorporated into the initial con-
dition for the linear recurrence scheme used to generate them (see Appendix
B.10). H(p,k; rP ) is an Hermite Gaussian function (HGTF) defined by

H(p, rP ; k) = DP
k exp(−p r2

P ). (10.8.3)

3 Recall that the spherical components are j±1 = ∓(jx ± ijy)/
√

2, j0 = jz.
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The multi-index k = (ρ, σ, τ) runs over the iΛ triples in the set

TΛ = {(ρ, σ, τ) | 0 ≤ ρ+ σ + τ ≤ Λ} (10.8.4)

where iΛ = dim TΛ = (Λ+ 1)(Λ+ 2)(Λ+ 3)/6 and Λ = 2n+ 2n′ + l+ l′. The
differential operator DP

k of (10.8.3) can then be written

DP
k =

(
∂

∂Px

)ρ(
∂

∂Py

)σ (
∂

∂Pz

)τ

.

The expansion (10.8.2), which depends on writing rA = r−A = rP +P A, was
first suggested by McMurchie and Davidson [20]. A relativistic generalization
of this scheme proposed by Quiney, Skaane, and Grant [21] expresses the
charge density in the analogous form

!ββ
µν (r) = −e

∑
k∈TΛ

Eββ
0 (µ, ν; k)H(p, rP ; k) (10.8.5)

and the components, q = 0,±1, of the current density vector as(
jβ,−β

µν (r)
)

q
= −iec

∑
k∈TΛ

Eβ,−β
q (µ, ν; k)H(p, rP ; k). (10.8.6)

10.8.1 Relativistic expansion coefficients

The ββ case with β = +1 illustrates the general strategy for constructing the
relativistic expansion coefficients. To obtain

!++
µν (r) = −e

∑
k∈TΛ

E++
0 (µ; ν;k)H(pµν , rPµν ; k), (10.8.7)

where pµν = aµ + aν and P µν = (aµAµ + aνAν)/pµν , we write

M†[+1, µ; r] M [+1, ν; r]

= N+
µ N

+
ν

{
ηµην C

−ηµ

lµmµ
C−ην

lνmν
S∗[µ; 0, lµ,mµ − 1/2] S[ν; 0, lν ,mν − 1/2]

+ Cηµ

lµmµ
Cην

lνmν
S∗[µ; 0, lµ,mµ + 1/2] S[ν; 0, lν ,mν + 1/2]

}
.

Applying (10.8.2) and the relation Y m
l

∗ = (−1)mY −m
l gives the relativistic

E0 coefficient

E++
0 [µ; ν; k] = N+

µ N
+
ν

{
ηµην C

−ηµ

lµmµ
C−ην

lνmν
(10.8.8)

× (−1)mµ−1/2E[0, lµ,−mµ + 1/2 ; 0, lν ,mν − 1/2 ; k]

+Cηµ

lµmµ
Cην

lνmν
(−1)mµ+1/2E[0, lµ,−mµ − 1/2 ; 0, lν ,mν + 1/2 ; k]

}
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where k = (ρ, σ, τ). Similarly

E−−
0 [µ; ν; k] = N−

µ N
−
ν

{
ηµηνC

ηµ

lµmµ
Cην

lνmν
(−1)mµ−1/2

×
{
tµtν E[0, lµ,−mµ + 1/2; 0, lν ,mν − 1/2; k]

− 2tµaν E[0, lµ,−mµ + 1/2; 1, lν ,mν − 1/2; k]
− 2tνaµE[1, lµ,−mµ + 1/2; 0, lν ,mν − 1/2; k]
+4aµaν E[1, lµ,−mµ + 1/2; 1, lν ,mν − 1/2; k]

}
+ C−ηµ

lµmµ
C−ην

lνmν
(−1)mµ+1/2 (10.8.9)

×
{
tµtν E[0, lµ,−mµ − 1/2; 0, lν ,mν + 1/2; k]

− 2tµaν E[0, lµ,−mµ − 1/2; 1, lν ,mν + 1/2; k]
− 2aµtν E[1, lµ,−mµ − 1/2; 0, lν ,mν + 1/2; k]

+4aµaν E[1, lµ,−mµ − 1/2; 1, lν ,mν + 1/2; k]
}}
.

For the current density components,

E+−
+1 [µ, ν; k] = −

√
2 ηνN

+
µ N

−
ν C

−ηµ

lµ,mµ
C−ην

lν ,mν
(−1)mµ−1/2

× {tνE[0, lµ,−mµ + 1/2; 0, lν ,mν + 1/2; k] (10.8.10)
− 2aνE[0, lµ,−mµ + 1/2; 1, lν ,mν + 1/2; k]}

E+−
−1 [µ, ν; k] = +

√
2 ηνN

+
µ N

−
ν C

ηµ

lµ,mµ
Cην

lν ,mν
(−1)mµ+1/2

× {tνE[0, lµ,−mµ − 1/2; 0, lν ,mν − 1/2; k] (10.8.11)
− 2aνE[0, lµ,−mµ − 1/2; 1, lν ,mν − 1/2; k]}

E+−
0 [µ, ν; k] = −N+

µ N
−
ν

{
−ηµηνC

−ηµ

lµ,mµ
C+ην

lν ,mν
(−1)mµ−1/2

× {tνE[0, lµ,−mµ + 1/2; 0, lν ,mν − 1/2; k]
− 2aνE[0, lµ,−mµ + 1/2; 1, lν ,mν − 1/2; k]}

− (−1)mµ+1/2C
+ηµ

lµ,mµ
C−ην

lν ,mν
(−1)mµ+1/2 (10.8.12)

× {tνE[0, lµ,−mµ − 1/2; 0, lν ,mν + 1/2; k]

− 2aνE[0, lµ,−mµ − 1/2; 1, lν ,mν + 1/2; k]}
}
.

The Eq coefficients are therefore simple linear combinations of the nonrel-
ativistic McMurchie-Davidson E coefficients; see Appendix B.10.

10.8.2 Symmetry properties of Eq coefficients

The symmetry properties of G-spinors are the same as those of solutions of
Dirac’s equation in a central potential. The Eq coefficients thus inherit a
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structure that can be utilized both to check the correctness of algorithms and
to eliminate unnecessary computation.

G-spinors labelled by µ (with a fixed value of κµ) and angular projec-
tions mµ = −jµ, . . . , jµ span an irreducible representation D(jµ) of the ro-
tation group. It follows that they can also be used to construct bases for
the irreducible representations of the double point groups [22, 23, 24]. G-
spinors also have well-defined properties under spatial and time inversions.
The spatial inversion operator for Dirac 4-spinors can be written P = βP ′,
where P ′f(x) = f(−x) is the ordinary parity operator and β is the usual
4-component Dirac matrix. It follows that for any 4-spinor constructed as in
(10.2.5), we have

PψA(x) = (−1)lψA(−x) (10.8.13)

where l = j + η/2 is the value of the orbital angular momentum associated
with the large component 2-spinor. For time reversal, ψ(t,x) → ψ(−t,x), the
operator T takes the form

T = −
(
σy 0
0 σy

)
K (10.8.14)

where σy is a Pauli matrix and K denotes complex conjugation. The way in
which this works is illuminated by considering the effect of time reversal on a
2-component G-spinor M [β, µ,x] of (10.2.6)

−σyKM [β, µ,x] = −σyK
[

gβ
µ(r)
dr

χκ,m(θ, ϕ)

]
= (−1)l−j+m

(Kgβ
µ)(r)
dr

χκ,−m(θ, ϕ).

(10.8.15)

It is this symmetry that is responsible for the additional factor i preceding
the lower component of (10.2.5), which ensures that the radial amplitudes can
be assumed real. Dirac spinors ψ and T ψ are said to constitute a Kramers’
pair. If ψ is an eigensolution of Dirac’s equation with energy E, then so is
T ψ in the absence of an interaction that is not invariant under time reversal.
These considerations give the following symmetry relations (in which we refer
explicitly to the magnetic quantum numbers only):

Eβ′β
q [−mµ,−mν ; k] = ηµην(−1)mµ−mνEββ′

q [mµ,mν ; k]
Eββ′

q [−mµ,−mν ; k] = ηµην(−1)mµ−mνEββ′
q [mµ,mν ; k]∗

Eβ′β
q [mν ,mµ; k] = Eβ′β

q [mµ,mν ; k]∗
(10.8.16)

10.9 Multi-centre interaction integrals

Interaction integrals of §10.5 require evaluation of expressions involving over-
laps of G-spinors on different nuclear centres [21, 25]. The general expressions
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can be quite complicated, and the relative cheapness of the one-centre formu-
lae of §10.2 means that they should be used preferentially whenever they are
appropriate.

10.9.1 Auxiliary integrals involving HGTFs

The simplest auxiliary integral over HGTF is∫
H(a,x−A; k) dx = δk,0

(π
a

)3/2
. (10.9.1)

where k = (ρ, σ, τ) as defined by (10.8.3). The electron-electron interaction
involves(

a,A; k | b,B; k′) =
∫∫

H(a,x−A; k)H(b,x′ −B; k′)
|x− x′| dx dx′, (10.9.2)

which can be evaluated using the identity

1
R

=
1√
π

∫ ∞

−∞
exp(−w2R2)dw. (10.9.3)

Using (10.7.3) and a double application of (10.7.1) gives

(
a,A; k | b,B; k′) = DA

kD
B

k′
2π5/2

ab
√
a+ b

F0

(
ab

a+ b
|A−B|2

)
, (10.9.4)

where

Fm(x) =
∫ 1

0
u2m exp(−xu2) du, m = 0, 1, . . .

The number of integrals that have to be computed is greatly reduced by using
the relation(

a,A; k | b,B; k′) = (−1)ρ′+σ′+τ ′ (
a,A; k + k′ | b,B; 0

)
. (10.9.5)

This result, which follows from (10.9.4), can be understood by writing s =
|A−B|2, so that ∂s/∂Ai = (Ai −Bi)/s = −∂s/∂Bi for i = 1, 2, 3 and

∂

∂Ai
f(s) = f ′(s)

∂s

∂Ai
= −f ′(s)

∂s

∂Bi
= − ∂

∂Bi
f(s).

The internal electromagnetic fields can be calculated by exploiting the
well-known representation of the Dirac δ-distribution [26, Equation (2.6-3)]

lim
b→∞

(
b

π

)3/2

H(b,x;0) = δ(x).

It is then easy to justify the limit



10.9 Multi-centre interaction integrals 551

[a,A; k|x−A] = lim
b→∞

(
b

π

)3/2

[a,A; k|b,x;0]

=
∫
H(a, r −A; k)

|r − x| dr (10.9.6)

from which we can construct potentials for internal electromagnetic fields. The
notation emphasizes that this expression is a continuous and differentiable
function of x − A. The partial derivatives with respect to the coordinates
xr, r = 1, 2, 3 are

(∂/∂xr)[a,A; k|x−A] = −(∂/∂Ar)[a,A; k|x−A]
= −[a,A; k + er|x−A]. (10.9.7)

where the first step uses the functional dependence on x−A. The second step
takes the operator (∂/∂Ar) inside the integral before using (10.7.3).

10.9.2 Multi-centre one-electron integrals

All one-electron integrals needed have the generic form

(µ, β |σq | ν, β′) =
∫
M†[β, µ,x−Aµ] σq M [β′, ν,x−Aν ] dx, (10.9.8)

where σq are the usual Pauli matrices for q = 1, 2, 3 and σ0 is the 2 × 2
identity matrix. From (10.9.1) we find

(µ, β |σq | ν, β′) =
(
π

pµν

)3/2

Eββ′
q [µ, ν;0], (10.9.9)

where pµν = aµ + aν and 0 = (0, 0, 0).

2-centre Gram (overlap) matrix elements

The special case β = β′ with q = 0 gives the 2-centre Gram matrix elements

Sββ
µν =

∫
M†[β, µ; x] M [β′, ν; x] dx

=
(
π

pµν

)3/2

Eββ
0 [µ, ν;0]. (10.9.10)

2-centre kinetic matrices: σ · p

The kinetic matching condition

M [−1, µ; x] =
N−

µ

N+
µ

σ · pM [+1, µ; x]
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gives the particularly simple kinetic matrix

Π−+
µν =

∫
M†[−1, µ; x] σ · p M [+1, ν; x] dx = S−−

µν

N−
ν

N+
ν

(10.9.11)

along with its conjugate
Π+−

µν =
(
Π−+

νµ

)∗
.

Non-relativistic kinetic energy matrix

We have seen that the kinetic matching condition ensures that the non-
relativistic kinetic energy matrix is related to the matrices Π−+ and Π+−

T++
µν =

1
2
(
Π+−(S−−)−1Π−+)

µν
(10.9.12)

This result can also been obtained more directly [17, §4.3.2] by noting that
∇2 = p2r + L2/r2, where the radial momentum operator can be written pr =
∂/∂r + 1/r. Then if ei is a unit vector in direction i,

T++
µν = −1

2

∫
M†[+1, µ; x] ∇2M [+1, ν; x] dx (10.9.13)

=
(
π

pµν

)3/2 {(
(2lν + 3)aν − 2a2

ν(P µν −Aν)2 +
3

2pµν

)
E++

0 [µ, ν;0]

− 4a2
ν

∑
i=x,y,z

[
(P µν −Aν)i E

++
0 [µ, ν; ei] + E++

0 [µ, ν; 2ei]
] }

where (P µν −Aν)i = (P µν −Aν).ei.

Nuclear attraction potential matrix

The nuclear attraction integrals give the electrostatic energy between an elec-
tron charge density overlap (10.8.2) and a nuclear charge density, one for each
atom in the molecule. It is convenient to use a simple Gaussian model

ρA (x) =
ZAe

4πε0

(
ζA
π

)3/2

exp(−ζA
∣∣x−A2∣∣) (10.9.14)

which is itself a simple HGTF. Other useful models are listed by Andrae [5]
and can often be approximated as a linear combination of simple Gaussians.
It follows that the electron-nucleus potential energy is

[Vnuc]ββ
µν =

∑
A

∫∫ −e
(
M†[β, µ; x].M [β, ν; x]

)
ρA(x′)

|x− x′| dx dx′

= −
∑
A

ZAe
2

4πε0

(
ζA
π1/2

)3/2

(10.9.15)

×
∑
k

Eββ
0 [µ, ν; k] (pµν ,P µν ; k | ζA,A;0).
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We shall see that this has the same form as a standard electrostatic repulsion
integral. This passes smoothly to the expression for a point nucleus in the
limit ζA →∞.4

Moment integrals

Electromagnetic interactions involve expressions such as

(µ, β |σj (x−C)k | ν, β′) = (10.9.16)(
π

pµν

)3/2 {
Eββ′

j [µ, ν; ek] + Eββ′
j [µ, ν;0] (P µν −C)k

}
where j, k = x, y, z. Scalar moments, with j = 0, occur when evaluating the
electrostatic dipole moment. We shall also need matrix elements of α×(x−C)
in, for example, the relativistic theory of nuclear magnetic resonance chemical
shifts. In Cartesian coordinates a vector product can be written

(a× b)i =
∑
j,k

εijkajbk, i = 1, 2, 3,

where εijk is the Kronecker alternating symbol, equal to +1 if ijk is an even
permutation of 123, -1 if it is an odd permutation, and zero otherwise. The
resulting G-spinor matrix element is then obtained by multiplying (10.9.14)
by εijk and summing over j, k for each value of i. It is sometimes useful to
use a decomposition of vectors into spherical components ao = az, a±1 =
∓(ax ± ay)/

√
2. In this case we can use (B.3.149) to write the vector product

as a tensor operator of rank 1:

(a× b)q = −i
√

2[ab]1q = −i
√

2
∑
q1,q2

C 1 1 1
q1 q2 q aq1bq2

which simplifies to

(a× b)±1 = ∓i(a±1b0 − a0b±1), (a× b)0 = −i(a1b−1 − a−1b1).

Matrix elements between orbitals defined as in (10.2.5) involve combinations
of G-spinor integrals. Operators which have no spin dependence give

〈ψA | (x−C) |ψB〉 =
∑
µν

{
(c+µA)∗c+νB (µ, +1 | (x−C) | ν, +1)

+(c−µA)∗c−νB (µ, −1 | (x−C) | ν, −1)
}

(10.9.17)

whereas, when spin-dependent operators are involved, we get

4 Compare (10.9.6); recall that e2/4πε0 = 1 in atomic units.
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〈ψA |α× (x−C) |ψB〉 =
∑
rst

erεrst

×
∑
µν

{
+i(c+µA)∗c−νB (µ, +1 |σs(x−C)t | ν, −1) (10.9.18)

−i(c−µA)∗c+νB (µ, −1 |σs(x−C)t | ν, +1)
}

so that care must be taken with the i factors associated with the lower com-
ponents.

Internal electromagnetic fields

For simplicity, consider the long wavelength approximation, so that the
electron-electron interaction can be treated as quasi-stationary. Then the
scalar and vector potentials generated by the internal electron charge-current
density in an atom or molecule are

V ββ
µν (x) =

1
4πε0

∫
ρββ

µν (s)
|x− s| ds (10.9.19)

and

Aβ,−β
µν (x) =

µ0

4π

∫
jβ,−β

µν (s)
|x− s| ds, (10.9.20)

where ε0µ0 = 1/c2. These generate internal E and B fields from

Eββ
µν (x) = −∇V ββ

µν (x), Bβ,−β
µν (x) = ∇×Aβ,−β

µν (x). (10.9.21)

The generalized McMurchie-Davidson expansions (10.8.2) and (10.8.3) along
with (10.9.6) gives

V ββ
µν (x) = − e

4πε0

∑
k∈TΛ

Eββ
0 (µ, ν; k) [pµν ,P µν ; k|x− P µν ], (10.9.22)

Aβ,−β
µν (x) = −iecµ0

4π

∑
k∈TΛ

Eβ,−β
q (µ, ν; k) [pµν ,P µν ; k|x− P µν ], (10.9.23)

and, with the help of (10.9.7) and (10.9.21), the Cartesian components of the
electric field are[

Eββ
µν (x)

]
r

=
e

4πε0
×
∑

k∈TΛ

Eββ
0 (µ, ν; k) [pµν ,P µν ; k + er|x− P µν ], (10.9.24)

where r = 1, 2, 3. Similarly the components of the magnetic field are
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Bβ,−β

µν (x)
]

r
= +i

ecµ0

4π
εrst

×
∑

k∈TΛ

{
Eβ,−β

s (µ, ν; k) [pµν ,P µν ; k + et|x− P µν ],

−Eβ,−β
t (µ, ν; k) [pµν ,P µν ; k + es|x− P µν ]

}
, (10.9.25)

Radiative transition amplitudes

The interaction between a charge-current density, jµ(x) and the electromag-
netic field is given by

Hint =
1
c

∫
jµ(x)Aµ(x)d3x

where the quantized four-potential is given by (4.3.10),

Aµ(x) =
√

c

2(2π)3ε0

∫
d3k

k0

×
3∑

λ=0

{
dc(λ)(k) ε(λ)

µ (k) e−ik·x + c(λ)†(k) ε(λ)
µ (k) e+ik·x

}
,

in which the four-vector kµ = (k0,k) defines the direction of travel of the
plane wave and, as the particles are massless, k0 = k0 = |k|. The four linearly
independent polarization vectors ε(λ)(k), here taken as real, are chosen so that

ε(λ)
µ (k) · ε(λ′)µ(k) = gλλ′

where gλλ′
is the Minkowski metric tensor. The components of jµ(x) are built

from the expressions (10.6.6) so that the G-spinor radiative matrix elements
are of the form

M(λ)β
µν (K) = (µ, β |

∑
q

σqε
(λ)q(K) exp(iK · (x−G)) | ν,−β), (10.9.26)

where β = ±1 and the point G determines the gauge potential. The polar-
ization index λ takes the value 0 for scalar photons, 1 or 2 for transversely
polarizazed photons and 3 for longitudinally polarized photons. The expan-
sions (10.8.2) and (10.8.3) give the current components as functions of HGTF,
and the integrals can be evaluated explicitly using (10.7.3):

M(λ)β
µν (K) = (10.9.27)(
π

pµν

)3/2

exp
((
iK · (P µν −G)−K2/d4pµν

))
×
∑

q

∑
k∈TΛ

σqε
(λ)q(K)Eβ,−β

q (µ, ν; k) (iKx)r(iKy)s(iKz)t,
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where k = (r, s, t). In the transverse photon gauge, the longitudinal and scalar
fields do not contribute and we are left with the components perpendicular to
the propagation vector K.

10.9.3 Multi-centre two-electron integrals

Coulomb integrals

The electrostatic interaction energy of relativistic overlap charge distributions
can be expanded in terms of similar integrals over basis spinors as

(AB |CD) =
∑
µνστ

∑
ββ′

(cβµA)∗cβνB (cβ
′

σC)∗cβ
′

τD (µβ, νβ |σβ′, τβ′) (10.9.28)

where

(µβ, νβ |σβ′, τβ′) =
1

4πε0

∫∫
ρββ

µν (x)ρβ′β′
στ (x′)

|x− x′| . (10.9.29)

The charge densities are expressed in terms of HGTF by (10.8.5). It is now
straightforward to derive

(µβ, νβ, |σβ′, τβ′) = (10.9.30)

e2
∑

k∈TΛµν

∑
k′∈TΛστ

Eββ
0 [µ, ν; k] Eβ′β′

0 [σ, τ ; k′] [pµν ,Pµν ; k|pστ ,Pστ ; k′],

where the HGTF interaction integral [pµν ,Pµν ; k|pστ ,Pστ ; k′] is given by
(10.9.2). This has the same formal structure as the corresponding nonrela-
tivistic formula, although the ranges of the HGTF indices are different.

Breit integrals

The matrix elements of the Breit interaction kernel (4.9.22), in terms of the
electron current density overlaps, (4.9.18), are

(AB |kB(R)|CD) = (10.9.31)

−
∫∫

jAB(x) · jCD(x′) + (jAB(x) · R̂)(jCD(x′) · R̂)
8πε0c2R

dx dx′.

where R = x − x′, R = |R| and R̂ = R/R. Expanding the current in terms
of G-spinors as in (10.2.5) leads to

(AB |kB(R)|CD) = (10.9.32)∑
µνστ

∑
ββ′

(cβµA)∗c−β
νB (cβ

′
σC)∗c−β′

τD

×
∫∫

jβ,−β
µν (x) · jβ′,−β′

στ (x′) + (jβ,−β
µν (x) · R̂)(jβ′,−β′

στ (x′) · R̂)
8πε0c2R

dx dx′.



10.9 Multi-centre interaction integrals 557

Using (10.8.6) to express the overlap current density in terms of HGTF, and
noting that e2/4πε0 is unity in atomic units, the double integral can be written

(µ, β; ν,−β |kB(R)|σ, β′, τ,−β′) = (10.9.33)
1
2

∑
q,q′

∑
k∈TΛµν

∑
k′∈TΛστ

Eβ,−β
q [µν; k] Eβ′,−β′

q′ [στ ; k′]

×
∫∫

H(p,x− P µν ; k)H(q,x′ − P στ ; k′) gi,i′(x,x′) dxdx′,

with kernel

gq,q′(x,x′) =
1
R

(
δq,q′ +

(x− x′)q(x− x′)q′

R2

)
.

where q, q′ are Cartesian labels. This interaction integral can be expressed in
terms of the integrals defined by (10.9.2). The first term, involving δi,i′/R, is
a standard Coulomb integral:

[p,P µν ; k | pστ ,P στ ; k′]µν . (10.9.34)

The term containing (x− x′)q(x− x′)q′/R3 requires more effort. First of all,

− ∂

∂xq

1
R

=
∂

∂x′
q

1
R

=
(x− x′)q

R3 .

Secondly

(x− x′)q′ = (x− P µν)q′ − (x′ − P στ )q′ + (P µν − P στ )q′

so that we can use the (one-dimensional) HGTF properties

xH(a, x; i) =
1
2a
H(a, x; i+ 1) + iH(a, x; i− 1)

and
d

dA
H(a, x−A; i) = − d

dx
H(a, x−A; i) = H(a, x−A; i+ 1)

to write

(x− x′)q′H(pµν ,x− P µν ; k)H(pστ ,x
′ − P στ ; k′) =(

1
2pµν

H(pµν ,x− P µν ; k + eq′) + kq′H(pµν ,x− P µν ; k − eq′)
)

×H(pστ ,x
′ − P στ ; k′)

−H(pµν ,x− P µν ; k)
( 1

2pστ
H(pστ ,x

′ − P στ ; k′ + eq′)

+ k′
q′H(pστ ,x

′ − P στ ; k′ − eq′)
)

+ (P µν −Q)q′ H(pµν ,x− P µν ; k)H(pστ ,x
′ − P στ ; k′). (10.9.35)
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This reduces (10.9.34) to a sum of integrals of the form

−
∫∫

H(p,x− P ; k)H(q,x′ −Q;k′)
∂

∂xi

(
1
R

)
dxdx′

= −DP
k D

Q

k′

∫
dx exp(−p(x− P )2)

{
∂

∂xi

∫
dx′ exp(−q(x′ −Q)2)

(
1
R

)}
= +DP

k D
Q

k′

∫
dx

∂

∂xi

[
exp(−p(x− P )2)

] ∫
dx′ exp(−q(x′ −Q)2)

(
1
R

)
= −DP

k+ei
DQ

k′

∫
dx exp(−p(x− P )2)

∫
dx′ exp(−q(x′ −Q)2)

(
1
R

)
= −(p,P ; k + ei | q,Q;k′) = +(p,P ; k | q,Q;k′ + ei) (10.9.36)

The first step uses the HGTF definition (10.8.3). The second is an integration
by parts, the third uses the fact that the partial derivative of the exponen-
tial by ∂/∂xq can be replaced by that due to −∂/∂Pq corresponding to the
translation k → k+eq, from which the last line follows. Collecting terms, and
exploiting the symmetry of the two-electron HGTF integrals, we find

(µ, β; ν,−β |kB(R)|σ, β′, τ,−β′) = (10.9.37)
1
2

∑
q,q′

∑
k∈TΛµν

∑
k′∈TΛστ

Eβ,−β
q [µν; k]Eβ′,−β′

q′ [στ ; k′]Mqq′(µ, ν,k;σ, τ,k′)

where

Mqq′(µ, ν,k;σ, τ,k′) = (pµν ,P µν ; k | pστ ,P στ ; k′)δqq′

+
1
2

(
1
pµν

+
1
pστ

)
(pµν ,P µν ; k + eq | pστ ,P στ ; k′ + eq′)

+ (k + k′)q′(pµν ,P µν ; k + eq | pστ ,P στ ; k′ − eq′)
+ (P µν − P στ )q′(pµν ,P µν ; k + eq | pστ ,P στ ; k′).

Equation (10.9.37) generalizes results of Rosicky [27] and Mohanty [28] to all
symmetry types.

10.10 Fock matrix in terms of G-spinors

The construction of the h matrix is described in §10.5. In the closed shell case,
the Coulomb, G, and Breit, B, matrices can be split into direct and exchange
parts, for example

Gββ′
= Jββ′

−Kββ′
, (10.10.1)

where from (10.9.4) the direct, J-matrix, has components

Jββ′
µν = δββ′

∑
β′′

∑
στ

(µβ, νβ |σβ′′, τβ′′)Dβ′′β′′
στ
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and the exchange, K-matrix, has components

Kββ′
µν =

∑
στ

(µβ, τβ |σβ′, νβ′)Dβ′β
στ .

Substituting from (10.9.31) gives the G-spinor formulas

Jββ′
µν = δββ′

∑
k,k′′

Eββ
0 [µ, ν; k]

∑
στ

[pµν ,Pµν ; k|pστ ,Pστ ; k′′]

×
∑
β′′
Eβ′′β′′

0 [σ, τ ; k′′]Dβ′′β′′
στ (10.10.2)

and

Kββ′
µν =

∑
k,k′

Eββ
0 [µ, τ ; k]

∑
στ

[pµτ ,Pµτ ; k|pσν ,Pσν ; k′]

× Eβ′β′
0 [σ, ν; k′]Dβ′β

στ . (10.10.3)

Almlöf [29, 30] noticed that it is possible to reduce the computational labour
involved in J-matrix construction by making use of the fact that the two
centre integrals like [pµν ,Pµν ; k|pστ ,Pστ ; k′′] depend only on the location of
the nuclear centres, the exponents and the HGTF indices, but not on the
angular symmetries of the individual basis functions. In order to exploit this,
we note that the basis set label µ defined by (10.6.1) identifies a unique basis
spinor with parameters

µ = {Aµ, aµ, κµ,mµ}
so that there will be a collection of basis spinors, say µ(i), i = 1, . . . , nµ with
common values of Aµ and aµ. We denote this set by

{µ} = {µ(1), . . . , µ(nµ)}. (10.10.4)

Define the Hermite density5

D{σ}{τ}(k) =
∑

{σ},{τ}

∑
β

Eββ
0 [σ, τ ; k]Dββ

στ , (10.10.5)

representing, together with the associated HGTF, the contribution to the
total electron density from all spinor charges belonging to the classes {σ} and
{τ} with HGTF index k. Combining this with the two-electron interaction
integrals gives an effective one-electron potential energy matrix

U{µ}{ν}(k) =
∑
k′

∑
{σ}{τ}

[pµν ,Pµν ; k|pστ ,Pστ ; k′]D{σ}{τ}(k
′) (10.10.6)

5 This corresponds to the quantity denoted H[αβ; ijk] in the notation of
Quiney [31], based on the paper by Almlöf [29]; k = (i, j, k) and the labels αβ
are equivalent to the classes {σ}{τ}.
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so that
Jββ′

µν = δββ′
∑
k

Eββ
0 [µ, ν; k] U{µ}{ν}(k). (10.10.7)

This construction involves a cost similar to that of a nuclear attraction inte-
gral, dramatically reducing the effort needed to construct the Coulomb direct
repulsion integrals, but it is clear that the entanglement of indices in the ex-
change case frustrates any similar simplification of (10.9.36). This problem
disappears when the energy is rewritten in terms of the energy of the internal
electromagnetic fields in the manner of §10.11.

The Breit interaction can be treated in much the same way, though the
Almlöf scheme is of less relevance as it can be shown that the direct Breit
contribution for a relativistic closed shell system vanishes identically. Thus
the closed shell Breit matrix is entirely due to exchange:

Bβ,β
µν = −1

2

∑
q,q′

∑
k,k′

∑
στ

Eβ,−β
q [µτ ; k]

×Mqq′(µ, τ,k;σ, ν,k′)E−β,β
q′ [σν; k′]D−β,−β

σ,τ . (10.10.8)

and

Bβ,−β
µν = −1

2

∑
q,q′

∑
k,k′

∑
στ

Eβ,−β
q [µτ ; k]

×Mqq′(µ, τ,k;σ, ν,k′)Eβ,−β
q′ [σν; k′]Dβ,−β

σ,τ . (10.10.9)

Magnetic interactions between open shells in general have both direct and
exchange contributions.

10.10.1 The BERTHA integral package

In this section, we review the organisation needed to generate the Coulomb
integrals ( ra | sb ) over atomic or molecular spinors from the corresponding
G-spinor integrals (µβ, νβ |σβ′, τβ′ ). Similar methods can be used for gener-
ating Breit integrals and other quantities. As with all software, a process of
incremental improvements is needed to make the fullest possible use of fast
memory and of quantities generated at intermediate stages of the calcula-
tion. Each G-spinor is labelled by a multi-index pointer µ identifying a list of
Aµ, κµ,mµ, aµ along with spinor component labels β = ±1, where Aµ iden-
tifies the nuclear position, κµ,mµ the spinor angular momentum quantum
numbers and aµ is one of a list of Gaussian exponents. The Eq-coefficients
are best constructed in batches labelled by the orbital angular momentum in-
dices lµ, lν , . . .. For example, p -type 4-spinors (l = 1) have relativistic angular
quantum numbers κ = +1 (j = 1/2) and κ = −2 (j = 3/2). In construct-
ing two-electron integrals over these p functions it makes sense to ensure that
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intermediate quantities contributing to more than one integral are used as effi-
ciently as possible. Thus if all four orbitals are of p type, the G-spinor integrals
will be characterized by 16 combinations of κµ, κν , κσ, κτ with l = 1, namely
the quadruples (1, 1, 1, 1), (−2, 1, 1, 1), (1,−2, 1, 1) . . . , (−2,−2,−2,−2); each
charge-current pair (µν), (στ) has 2 component indices β, β′ = ±1, making
64 parameter sets in all. A single set of Gaussian exponents aµ, aν , aσ, aτ will
contribute the same set of HGTF two electron integrals in (10.9.30) for all 64
parameter combinations, and the calculation should be organized to exploit
this fact.

G-spinor two-electron Coulomb integrals (µβ, νβ |σβ′, τβ′ ) are there-
fore generated in batches of charge-current µ, ν overlaps, parametrized by
aµ, aν ; Aµ, κµ, |mµ|; Aν , κν , |mν |;β. Matrix elements for the different sign
combinations ±|mµ|; ±|mν | can be obtained using the symmetry relations
(10.8.16). A similar batch of four overlap charge distributions is obtained by
replacing the labels µν by στ . If nσ and nτ denote the number of exponents
aσ and aτ respectively, then there are 4nσnτ functions associated with the
labels σ, τ , and BERTHA processes lists of 16nσnτ integrals, with a typical
length of order 10,000.

The calculation of integrals over molecular spinors in terms of the G-
spinor integrals (10.9.30) requires a four-index transformation (10.9.28). As
in nonrelativistic integral generation codes, this can be done as a sequence of
one-index transformations, the first being

(µβ, νβ |σβ′, bβ′ ) =
∑

τ (µβ, νβ |σβ′, τβ′ )cβ
′

τb,

(µβ, νβ | τβ′, bβ′ ) =
∑

τ (µβ, νβ | τβ′, σβ′ )cβ
′

σb

(10.10.10)

where b denotes an occupied MS. This requires an array of length 4MN , where
M is the number of occupied MS and N the total number of basis functions
(for both values of β). The transformation in the second line of (10.10.10) is
needed only for integrals off-diagonal in σ, τ and uses the symmetries (10.8.16),
to eliminate unnecessary calls to evaluate G-spinor integrals. The operational
cost scales as MN4. A second transformation step generates

(µβ, νβ | sb ) =
∑
β′

∑
σ̄

(µβ, νβ | σ̄β′, bβ′ )c∗β′
σ̄s , (10.10.11)

where σ̄ runs over all possible basis spinor labels associated with the running
value of β′. The operational cost is of orderMM ′N3, where 2(M+M ′) = N , so
thatM ′ is the number of virtual MS. The memory requirement is 4nµnνMM

′

numbers, each of which contributes to the interaction integrals involving every
charge-current pair ra.

Similarly the next one-index transformation for each fixed a contributes
to every charge-current pair ra and each β component:

(µβ, aβ | sb ) (+)
=
∑

ν(µβ, νβ | sb )cβνa

( νβ, aβ | sb ) (+)
=
∑

µ( νβ, µβ | sb )cβµa.
(10.10.12)
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This step involvesM2M ′N2 operations and (nµ+nν)M2M ′ numbers in mem-
ory. The final one-index transformation gives the MS integrals

( ra | sb ) (+)
=
∑

β

∑
µ(µβ, aβ | sb )c∗β

µr

( ra | sb ) (+)
=
∑

β

∑
ν( νβ, aβ | sb )cβνr

(10.10.13)

costing m2M ′2N operations and storage of M2M ′2/2 numbers, ignoring sav-
ings due to symmetry relations. At each stage, the memory requirements are
relatively modest, and the algorithm is implemented so that memory can be
released once the final integrals have been generated.

10.11 Electromagnetic field energy

If N is the size of the basis set, then the complete set of integrals needed
to build the Fock matrix from primitive integrals over pairs of charge-current
overlap densities has dimension of order N4. Can we devize a method of gener-
ating the Fock matrix (10.5.1) that grows more slowly with N? In this section
we explore a promising method suggested by Quiney [32], which is based on
the equivalence of the interaction energy of a charge-current distribution with
the energy of the interacting fields to which it gives rise. The result is a factor-
ization algorithm for computing Fock matrix elements based on integrating
products of O(N2) fields generated by the charge-current overlaps over the
space occupied by the molecule. Economies result from replacing calculation
of O(N4) expensive interaction integrals with O(N2) less expensive field com-
ponents at suitable integration points covering the whole volume.

10.11.1 Interaction energy in terms of internal fields

We start by writing the Coulomb interaction energy of two static charge dis-
tributions ρac(r) and ρbd(r) as

(ac | bd) =
1

4πε0

∫∫
dr ds ρac(r)

1
R
ρbd(s) (10.11.1)

where R = |r − s| and

ρac(r) = −eψ†
a(r )ψc(r), ρbd(s) = −eψ†

b(s )ψd(s).

We recall that the factor e2/4πε0 is unity in atomic units. The electron density
distribution ρbd and the electrostatic potential Vbd are related by

∇2Vbd(r) = − 1
ε0
ρbd(r), Vbd(r) = − 1

4πε0

∫
ρbd(s)
|r − s| ds, (10.11.2)

from which we get the electrostatic field
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Ebd(r) = −∇Vbd(r). (10.11.3)

We can therefore write (10.11.1) as

(ac | bd) =
∫
ρac(r)Vbd(r) dr = −ε0

∫
∇2Vac(r) Vbd(r) dr.

If ρac and ρbd are everywhere continuous, then Vac and Vbd have continuous
second partial derivatives, and

−
∫ [

∇2Vac(r)
]
Vbd(r) dr

=
∫
∇Vac(r) · ∇Vbd(r) dr−

∫
div [Vbd(r)∇Vac(r)] dr.

The last integral can be transformed into a surface integral over the boundary
of the region of integration, and the smoothness and the asymptotic behaviour
of the potentials normally suffice to make the boundary contribution vanish.
When this applies, the interaction integral (10.11.1) is equivalent to

〈ac | bd〉 = ε0

∫
Eac(r) ·Ebd(r) dr, (10.11.4)

which is clearly proportional to the mutual potential energy of the two electric
fields.

Proposition 10.1. Let Eac(r) be the electric field strength due to the (Dirac
or Schrödinger) electron overlap density ρac(r). Then

(1) ρac(r) = ρ†
ca(r), so that Eac(r) = E†

ca(r) and, in particular, Eaa(r) is real
and positive.

(2) The exchange integral (ab | ba) = ε0
∫

Eab(r)·Eba(r) dr is therefore strictly
positive [33, Appendix 19].

Proposition 10.1(2) reprises Slater’s demonstration [33, Appendix 19] of the
positive character of the exchange integral (ab | ba). Feynman [34, Chapter
19] discussed the equvalence of the field and interaction formulations in con-
nection with the principle of least action, and this result is implicit in his
presentation. This equivalence is also cited as the foundation of schemes to
evaluate the Coulomb energy by fitting the total electron density to an aux-
iliary Gaussian basis set of atom-centred functions [35], although the com-
putation is performed in terms of conventional interaction integrals. Beebe
and Linderberg [36] noted that the use of atom-centred basis sets made the
two-electron Fock matrix linearly dependent, suggesting that economies could
result from expressing it in terms of finite matrix representation of lower di-
mension of either the electron density matrix or the electrostatic interaction
matrix. This led to the development of schemes for Cholesky factorization
of the two-electron interaction matrix, to block-diagonal representations of
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the density matrix and also to several highly accurate variational schemes for
the approximation of the Coulomb interaction energy. Applications to non-
relativistic quantum chemistry have been reviewed recently in [37, 38]; see
also Manby and Knowles [39]. The closed shell Hartree-Fock energy for the
molecular Hamiltonian (10.1.1) is

E = E1 + E2 +
e2

4πε0

∑
A<B

ZAZB

|A−B| , E2 = Edir − Eexch (10.11.5)

where
E1 =

∑
a

〈a |h | a〉 (10.11.6)

is the one-electron energy, and the two-electron part, E2, is the difference of
direct and exchange contributions:

Edir =
1
2
ε0

∫ ∑
a

∑
b

Eaa(r) ·Ebb(r)dr, (10.11.7)

Eexch =
1
2
ε0

∫ ∑
a

∑
b

Eab(r) ·Eba(r)dr. (10.11.8)

The indices a, b run over all occupied closed shells. Both Edir and Eexch con-
tain self-interaction terms in which b = a,

Es =
1
2
ε0

∫ ∑
a

Eaa(r) ·Eaa(r)dr

and their contribution to the total energy E cancels. Thus we can remove
these terms from both direct and exchange sums, leaving

E′
dir = ε0

∫ ∑
a<b

Eaa(r) ·Ebb(r)dr, (10.11.9)

E′
exch = ε0

∫ ∑
a<b

Eab(r) ·Eba(r)dr. (10.11.10)

where the primes indicate that the unphysical self-interaction terms have been
dropped. We can put E1 into a similar form. Write

E1 = T + VeN (10.11.11)

where

T =

⎧⎨⎩
∑

a〈a |p2/2m | a〉 (Nonrelativistic)∑
a〈a | cα · p + (β − I)mc2 | a〉 (Relativistic)

and
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VeN =
∫ ∑

a

ρaa(r).
∑
A

VA(r) dr = ε0

∫
Ee(r) ·EN (r) dr (10.11.12)

where Ee(r) =
∑

a Eaa(r) and EN (r) =
∑

A EA(r) are the E-fields gener-
ated by the occupied electrons and the nuclei respectively. The nuclear fields
are classical; for the point nucleus

EA(r) =
ZAe

4πε0
r −A

|r −A|3 ,

which needs modifying close to the nuclei when using a distributed charge
model.

10.11.2 The nonrelativistic Fock matrix

The elements of the closed shell nonrelativistic Fock matrix (omitting the
Coulomb replsion of the nuclei) are given by

Fµν = hµν +
∑
στ

[(µν |στ)− (µτ |σν)] Dστ (10.11.13)

Equations (10.11.4) and (10.11.12) allow us to write this

Fµν = Tµν (10.11.14)

+ε0
∫ {

(E(r) + EN (r)) ·Eµν(r)−
∑
στ

DστEµτ (r) ·Eσν(r)

}
dr,

where
E(r) =

∑
a

Eaa(r) =
∑
στ

DστEστ (r).

10.11.3 The relativistic Fock matrix

The structure of the relativistic Fock matrix is very similar to (10.11.14),
although we have now to take the block structure of the Fock matrix into
account and to incorporate the magnetic energy terms. Thus the ββ′ block of
the Fock matrix is given by

F ββ′
µν = hββ′

µν +Gββ′
µν +Bββ′

µν (10.11.15)

The one-electron Hamiltonian matrix is given, as in (10.5.2), by

h+−
µν =

[
h−+

νµ

]∗ = cΠ+−, (10.11.16)

whilst its diagonal blocks are
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h++
µν = ε0

∫
EN (r) ·E++

µν (r) dr,

(10.11.17)

h−−
µν = −2mc2S−−

µν + ε0
∫

EN (r) ·E−−
µν (r) dr

The diagonal blocks of the G matrix are very like their nonrelativistic coun-
terparts:

Gββ
µν = ε0

∫ {
E(r) ·Eββ

µν (r)−
∑
στ

Eββ
µτ (r) ·Eβ,β

σν (r)Dβ,β
στ

}
dr (10.11.18)

where now the total internal E-field is

E(r) =
∑
στ

[
D++

στ E++
στ (r) +D−−

στ E−−
στ (r)

]
,

and
Gβ,−β

µν = −ε0
∫ ∑

στ

Eββ
µτ (r) ·E−β,−β

σν (r)D−β,β
στ dr (10.11.19)

The magnetic interaction matrices have the structure

Bββ
µν = − 1

µ0

∫ ∑
στ

Bβ,−β
µτ (r) ·B−β,β

σν (r)D−β,−β
στ dr (10.11.20)

and

Bβ,−β
µν = (10.11.21)

1
µ0

∫ {
B(r) ·Bβ,−β

µν (r)−
∑
στ

Bβ,−β
µτ (r) ·Bβ,−β

σν (r)Dβ,−β
στ

}
,

where the total B-field is given by

B(r) =
∑
στ

[
D+−

στ B+−
στ (r) +D−+

στ B−+
στ (r)

]
The contribution to the total B-field from closed relativistic subshells vanishes
as in the conventional formulation. Provided we can take the internal fields in a
molecule as quasi-stationary and thus neglect the time-dependence, the fields
in a G-spinor representation can be constructed using the standard primitive
elements from (10.9.25) and (10.9.26). However, new integrals appear when
the finite wavelength of the exchanged photon is taken into account.

10.11.4 Implementation of the field formulation

The value of this approach becomes more obvious in the context of a recent
method of numerical integration over the space occupied by the system that
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was developed for density functional calculations by Becke [40] (see §10.12).
The assembly of the integrands at each integration point can be done from
(10.11.15)–(10.11.21). The different parts of the calculation are independent
so that there is much scope for parallel computation. We can exploit the fact
that HGTF H(p,x; k) are essentially zero when r > R(p) = C/

√
p, where

the constant C is typically of order 3–4. We can therefore make a multipole
expansion of the function in (10.9.6), so that

[a,A; k | r] =
∞∑

l=0

Ml(a;k)
rl+1 , r > C/

√
a (10.11.22)

where
Ml(a;k) =

∫
H(a, s; k) |s|lP l(cosΘ)ds

and cosΘ = s · r/rs. The numbers Ml(a;k) can be pre-tabulated. Only a few
terms of ths expansion will be needed at many integration points, especially for
contributions from other centres B, making the calculation relatively cheap. A
simple DHF test calculation on the CO molecule was described in [41]. Table
10.3 shows the energies of the molecular orbital spinors for three different grids

Table 10.3. DHF energies (a.u.) for the CO molecule. [41, Table 2]

Eigenvalue Grid 1 Grid 2 Grid 3 ’Exact’

1σ1/2 -20.70182 -20.70122 -20.70195 -20.70188
2σ1/2 -11.39955 -11.39924 -11.39930 -11.39924
3σ1/2 -1.56497 -1.56404 -1.56494 -1.56494
4σ1/2 -0.80039 -0.80002 -0.80026 -0.80024
1π1/2 -0.64624 -0.64694 -0.64703 -0.64701
1π3/2 -0.64529 -0.64599 -0.64608 -0.64607
5σ1/2 -0.55899 -0.55905 -0.55888 -0.55889

EDHF -112.7837 -112.7828 -112.7828 -112.7828

of increasing quality compared with the results of the conventional action-
at-a-distance method of calculating electron repulsion integrals. The total
energy of the molecule for each calculation appears at the bottom of the
table. The calculation revealed unexpected features of the spatial distribution
of electrostatic energy that are, nevertheless, easy to interpret in physical
terms. The energy density near the boundary of each atom-centred region is
asymptotically proportional to r−4, so that the fields can then be generated
very cheaply. Becke’s scheme, §10.12, partitions the space occupied by the
system into overlapping cells centred on each nuclear centre, A, and distributes
the integrand over the cells, using a set of weights wA(ri) so that, at each
integration point ri, we have

∑
A wA(ri) = 1. The weight function wA is close
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to unity near the nucleus A and vanishes at some point on the line joining A to
each of the other nuclei. This partitioning necessitates representation by high
order spherical harmonics near cell boundaries, which makes it necessary to
use many angular integration points. To some extent this offsets the low cost
of the multipole approximation of the fields. This means that some experiment
is necessary, as in similar calculations in density functional theory, to select
the most effective combination of integration points [42].

Visscher’s method [43] for approximating long-range interactions with
small component electron densities inexpensively uses an expansion on the
lines of (10.11.22). The interaction energy of small component charge clouds
on different centres A and B can be written as a classical multipole expansion
whose leading term is

e2

4πε0
q−
A q

−
B

|A−B|
where

q−
A =

∫ ∑
µν

c−1
µA

†
c−1
νA ρ

−−
µν (r)dr.

is the total small component charge on nucleus A. Assuming the exchange
contributions can be neglected, the total energy arising from multi-centre
small-small interactions is

E−−
2 =

1
2

∑
k 
=l

q−
Ak
q−
Al

|Ak −Al|

The corresponding contribution to the direct Coulomb matrix G−−, (10.5.4)
is

G−−
µν =

∑
k

∫
ρ−−

µν (r)
q−
Ak

|r −Ak|
δAµ,Aν

(1− δAµ,Ak
)(1− δAν ,Ak

)dr

where the sum runs over all nuclear centres, k, and the delta functions select
one-centre overlaps on centres other than Ak. The main small-small contribu-
tions are from single-centre interactions which can be evaluated inexpensively
using the methods of §10.2.

10.12 Relativistic density functional calculations

The recent review of RDFT by Engel et al. [44] gives a comprehensive descrip-
tion of a wide range of density functional schemes and the results obtained
from them. These authors concluded that even after 30 years of work, no
applications of the most rigorous form of RDFT have yet been reported in
the literature, which they attribute to the lack of practical and reliable ap-
proximations for the exchange-correlation density functional. Semi-empirical
j-dependent exchange-correlation functionals have been proposed, but their
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performance is poor for both atoms and molecules. First principles function-
als require calculation of the complete eigenvalue spectrum and interaction
integrals between them, with a consequential dramatic increase in the compu-
tational effort compared with simple LDA schemes (cf. §4.15). The relativistic
optimum potential method (ROPM) is capable of giving good agreement with
exact exchange at the DHF level, but attempts to deal with correlation in this
way have not been too encouraging. Engel et al. conclude that the next step
must be to derive an accurate, universally applicable and efficient correlation
functional that can be used with exact exchange.

A framework for performing RDFT calculations using the G-spinor meth-
ods of this chapter has recently been proposed by Quiney and Belanzoni [31].
The simplest form of the relativistic Kohn-Sham equations has been given in
(4.15.15) and (4.15.16):(

cα · p + βmc2 + αµ as,µ(x)
)
ψk(x) = Ek ψk(x), (10.12.1)

in which αµ = γ0γµ and the local four-potential as,µ(x) is

as,µ(x) = vµ(x) + vH,µ(x) + vxc,µ(x).

In practice, the space-like components are often neglected, so that only the
Coulomb interaction, for which µ = 0, is taken into account, and the poten-
tials are then functionals of the total electron density ρ(x). In this case, the
external potential vµ(x) reduces to the electron-nuclear interaction, with ma-
trix elements [Vnuc]ββ

µν given by (10.9.15). The Hartree energy is a functional
of ρ(x)

EH =
1
2

∫∫
ρ(x)ρ(y)
|x− y| dxdy =

1
2

∫
ρ(x) vH,0[ρ](x) dx,

and, from (10.10.5),

ρ(x) =
∑
στ

H(pστ ,x− P στ ; k)D{σ}{τ}(k) (10.12.2)

so that the Almlöf prescription for the Jββ matrices (10.10.7) actually gener-
ates the direct interactions in the form required for RDFT. The explicit LDA
energy functionals (including formal GGA terms) can be written

Exc,0 =
∫
F (ρ,∇ρ) dx (10.12.3)

so that the exchange potential is

vxc,0(x) =
δExc[j]
δρ

=
∂F

∂ρ
−∇ · ∂F

∂∇ρ . (10.12.4)

The matrices of vxc,0 can be calculated in the same way as the electron-
nucleus interaction (10.9.15), and the kinetic and overlap matrices are given



570 10 Molecular structure

respectively by (10.9.11) and (10.9.10). The relativistic Kohn-Sham equations
must be solved iteratively to practical self-consistency for the occupied spinors
ψk(x) and for the electron density in much as the same way as DHF.

More elaborate formulations of RDFT involve other components of the
four-current density, their magnetic effects, and exchange-correlation schemes.
The simplest form, presented here, illustrates the main features of RDFT
calculations. Quiney and Belanzoni [31] follow DFT precedent by perform-
ing integrations in configuration space using Becke’s numerical integration
method [40], which was adapted to calculate electromagnetic energies in
§10.11.4. In DFT calculations, each of the NA nuclei act as the centre of
a three-dimensional cell, and the contribution to a cubature at each integra-
tion point x is divided between the cells using weight functions wA(x), so
that

NA∑
A=1

wA(x) = 1.

Then, every integral over the space occupied by the molecule can be parti-
tioned as a sum ∫

f(x) dx =
∑
A

∫
wA(x)f(x) dx. (10.12.5)

The linearity of (10.12.5) allows each cell to be extended over all space and
treated as independent of its neighbours.

Much of the relativistic effect is due to an accumulation of electron density
in the neighbourhood of each nucleus. Becke [40] noted that the integrands
in molecular structures are dominated by one-centre contributions and by a
pairwise sum over two-centre contributions. The cell weights, wA(x), which
distribute integrands over the different cells, must therefore be chosen so that
sharp peaks in the electron density near each nucleus, A, are strongly weighted
in the cell centred on A, and suppressed in cells centred on other nuclei, say
B. The choice advocated by Becke, adopted in [31], uses the sequence of
polynomials

f (1)(t) =
3
2
t− 1

2
t3, f (k)(t) = f

(
f (k−1)(t)

)
, k = 1, 2, . . .

together with the polynomials

PA(x) =
∏

B 
=A

s(µAB),

where, if rA = |x−A|, rB = |x−B|, RAB = |A−B|, then

s(t) =
1
2

[
1− f (k)(t)

]
, µAB = (rA − rB)/RAB .

The choice k = 3 is said to work well in practice. At each cubature point,
Becke’s weights are defined by
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wA(x) = PA(x)/
∑
B

PB(x). (10.12.6)

The cell cubatures in [31] use a local spherical coordinate system xA,j so that,
at the j-th integration point, xj = A + xA,j , and

xA,j ≡ (rA,j , θA,j , ϕA,j), j = 1, . . . , Nj .

The integrands are almost spherically symetrical near the nucleus, but the
weight functions wA(x) at large radii are angular dependent. It has been found
advisable to divide each cell into three concentric spherical shells, each with
its own radial and angular mapping following the prescriptions of Treutler
and Ahlrichs [42]. Radial integration is performed using Gauss-Chebychev
quadrature on an auxiliary variable x,∫ +1

−1
G(x) dx ≈

Nj∑
j=1

wj G (xj) , wj =
π

Nj
, xj = cos

[
π(j − 1/2)

Nj

]
.

Suitable mappings x→ r are discussed in [31]; the one used to generate Table
10.4 below was

x→ r =
ξ

ln 2
(x+ 1)α ln

(
2

1− x

)
, −1 ≤ x < 1, α = 0.6.

The scale factor ξ (r = ξ when x = 0) was chosen as the Bragg-Slater radius
for the corresponding element. This empirical parameter includes any effect
on the effective atomic radius due to relativistic effects. The integration over
polar angles used an integration scheme∫ π

θ=0

∫ 2π

ϕ=0
f(θ, ϕ) sin θdθ dϕ ≈ 4π

NL∑
i=1

si f(θi, ϕi),

due to Lebedev and Laikov [45, 46]. A computer program is available [47] to
generate the Lebedev-Laikov weights and integration points.

This approach has been tested [31] on atoms by comparing the G-spinor
results with comparable finite difference calculations and also on a selection
of small molecules. The values shown in Table 10.4 were computed using even
tempered basis sets; for each value of the orbital quantum number l, the G-
spinor exponents were determined from

ak = αβk−1, k = 1, 2, . . . , Nl.

Values of the parameters α and β and the corresponding dimensions Nl can
be found in the Appendix, Table A.15. The DHF values have comparable
accuracy to those from finite difference calculations, and the RDFT results
using G-spinors agree well with comparable calculations by Engel and Drei-
zler [48] (for the column RLDAx0) and Engel, Keller, and Dreizler [49] (for the
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columns RLDAxL and RLDAxT ), which used completely different numerical
methods.

Table 10.4. Energies (a.u.) of atomic ground states in various RDFT local density
schemes for a selection of closed shell atoms. [31]. The column labelled RLDAx0

uses the NRHEG exchange energy (4.15.19); RLDAxL the RHEG exchange energy
(4.15.21) using the relativistic Coulomb correction (4.15.22) only; and RLDAxT uses
the full relativistic correction including transverse contributions. Reproduced, with
permission, from [31].

Element DHF RLDAx0 RLDAxL RLDAxT

He -2.862 -2.724 -2.724 -2.724
Be -14.576 -14.226 -14.226 -14.224
Ne -128.692 -127.635 -127.628 -127.593
Mg -199.935 -198.569 -198.556 -198.492
Ar -528.684 -526.387 -526.337 -526.088
Ca -679.710 -677.118 -677.047 -676.694
Zn -1794.612 -1790.719 -1790.456 -1789.136
Kr -2788.859 -2783.754 -2783.278 -2780.883
Sr -3178.078 -3172.633 -3172.066 -3169.205
Pd -5045.252 -5039.130 -5038.174 -5032.728
Cd -5593.311 -5586.284 -5585.071 -5578.925
Xe -7446.880 -7438.833 -7437.050 -7427.986
Ba -8135.614 -8127.302 -8125.294 -8115.068
Yb -14067.518 -14058.350 -14054.172 -14032.687
Hg -19648.564 -19637.852 -19631.280 -19597.206
Rn -23601.629 -23590.333 -23581.865 -23537.726
Ra -25027.533 -25016.197 -25007.003 -24958.997

The extensive investigation of radial and angular grids for nonrelativistic
DFT calculations carried out by Treutler and Ahlrichs [42] provided a good
starting point. The effective potential is nearly spherical near the cell origin,
but whilst the partitioning of each integrand between cells using (10.12.6)
makes it possible to treat the cell integrations independently, it introduces
strong angular variation in the inter-nuclear region. Thus fewer angular points
are needed for the two inner concentric spherical shells, with more in the
outer shell beyond the Bragg-Slater radius. A small increase in the number of
angular points is necessary to accomodate the fact that when the symmetry
number ηµ, is negative, the spherical harmonic in the the small component,
(10.6.7), is one order higher, lµ = lµ+1 than in the associated large component
(10.6.6).
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Quiney and Belanzoni [31] also considered a selection of molecules at the
Dirac-Hartree-Slater level of approximation (alias RLDAx0 with the nonrela-
tivistic LDA exchange potential (4.15.19)) using a series of cell grids displayed
in Table 10.5. This presents the number of angular points nθ in the outermost
radial shell (r ≥ nr/2, where nr is the number of radial grid points). The
number of Lebedev-Laikov grid points, nθ, is set to 26 for the innermost shell,
86 for the middle shell in Grids 1-4, and 26 and 110 in Grid 5. The basis sets
were of nonrelativistic triple zeta quality.

Table 10.5. Dimensions of Lebedev-Laikov grids used in relativistic molecular cal-
culations of Table 10.6. Reproduced, with permission, from [31, Table IV].

Grid: 1 2 3 4 5

H–He nr 21 25 31 35 45
nθ 86 146 194 302 434

Li–Ne nr 25 31 35 41 51
nθ 246 239 302 434 770

Na–Ar nr 31 35 41 45 55
nθ 146 230 392 434 770

K–Kr nr 35 41 45 51 61
nθ 146 230 302 434 770

Table 10.6. Molecular geometries Reproduced, with permission,
from [31, Table V].

Symmetry Bond (a.u.) Angle

H2O C2v O–H 1.8104 H–O–H 104.5◦

NH3 C3v N–H 1.9124 H–N–H 106.7◦

C2H4 D2h C–C 2.5303 H–C–H 117.8◦

C–H 2.0504
P4 Td P–P 4.1763
CH4 Td C–H 2.0635
SiH4 Td Si–H 2.7987
TiCl4 Td Ti–Cl 4.1399

The molecular geometries are presented in Table 10.6. The integral of the
electron density over the molecule, Table 10.7, serves as an indication of the
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Table 10.7. Error in the computed total electron density in the DHS approximation
Reproduced, with permission, from [31, Table V].

Grid 1 Grid 2 Grid 3 Grid 4 Grid 5

H2O 2.1(-4) 4.5(-5) 2.2(-6) 2.0(-7) 2.0(-8)
NH3 2.3(-4) 1.0(-5) 1.1(-5) 2.0(-6) 1.0(-7)
C2H4 6.3(-4) 6.1(-5) 2.8(-6) 1.0(-7) 3.0(-7)
P4 1.8(-4) 1.4(-4) 8.2(-6) 1.2(-6) 9.0(-7)
CH4 3.7(-4) 4.8(-6) 3.9(-5) 3.7(-6) 1.3(-7)
SiH4 6.2(-5) 4.0(-5) 8.0(-6) 4.3(-6) 1.0(-7)
TiCl4 1.3(-3) 6.5(-5) 4.2(-5) 1.0(-5) 2.7(-6)

Table 10.8. Total electronic energy (a.u.) in the DHS approximation Entries for
Grids 1–4 are energies relative to the last column (Grid 5). Reproduced, with per-
mission, from [31, Table V].

Grid 1 Grid 2 Grid 3 Grid 4 Grid 5

H2O -1.66(-5) +1.43(-5) +4.8(-6) -1.8(-6) -75.275 893 9
NH3 -9.3(-6) -1.13(-5) -4.2(-6) -1.8(-6) -55.494 869 3
C2H4 -2.637(-4) -1.13(-5) -7.1(-6) -2.0 (-6) -76.895 526 6
P4 -1.26(-3) -1.65(-3) -0.4(-4) -0.2(-4) -1359.162 88
CH4 -1.760(-4) -2.4(-6) -9.5(-6) +1.0(-7) -39.539 952 3
SiH4 -1.04(-4) -3.97(-4) 2.4(-5) -0.4(-6) -290.031 578
TiCl4 -6.12(-3) 1.2(-4) 1.9(-4) -1.4(-4) -2685.870 67

accuracy achieved with each of the 5 integration grids. The corresponding total
energies in Table 10.8 suggest that the accuracy achieved in this calculation
is comparable with that found in nonrelativistic practice. The only difference
is the need to use slightly more integration points when calculating integrals
involving small components in order to reach a given accuracy.

10.13 Computational strategies

The spinor structure of relativistic molecular structure calculations means
that the potential for generating huge amounts of data is even larger than
in equivalent nonrelativistic calculation. The need to find algorithms that
minimize the cost of computation without degrading the model must never be
forgotten when designing computational strategies. The cheapness of RDFT
methods is one of their attractions.

The generalized eigenvalue equation FC = ESC in all relativistic SCF
calculations is most often solved iteratively according to the scheme

F nCn+1 = En+1SCn+1, n = 0, 1, 2, . . . (10.13.1)
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where the Fock matrix, F n, is calculated using the n-th iterate, Dn, of the
density matrix. In this section, we discuss a number of techniques for accel-
erating the process.

10.13.1 The Roothaan bound

As we have seen, the Fock matrix elements are calculated from sums of prod-
ucts of interaction integrals and density matrix elements. Thus a first step
must be to find a way to avoid the calculation of integrals whose contribu-
tions to the Fock matrix are negligible. In the case of the Coulomb Gβ,β′

matrices of (10.5.4) and (10.5.5), each interaction integral (µβ, νβ |σβ′, τβ′)
contributes

δGβ,β
µν = (µβ, νβ |σβ′, τβ′)Dβ′β′

στ (10.13.2)

to the direct matrix element Gβ,β
µν and

δGβ,β′
µν = −(µβ, τβ |σβ′, νβ′)Dβ′β

στ (10.13.3)

to the exchange matrix elements Gβ,β′
µν with β′ = ±β.

Roothaan [50] proved a version of the Schwartz inequality, here generalized
to two-component spinor integrals, such that

0 ≤ | (µβ, νβ′ |σβ′′, τβ′′′)| (10.13.4)

≤
√
| (µβ, νβ′ |µβ, νβ′)| | (σβ′′, τβ′′′ |σβ′′, τβ′′′)|

For fixed β, β′ there are N2 diagonal integrals (µβ, νβ′ |µβ, νβ′) for an N -
dimensional basis set that can be computed and stored at the start of the
iteration. By combining the estimate (10.13.4) with the density matrix com-
ponents in (10.13.2) and (10.13.3), we can determine an upper bound on the
contributions δGβ,β′

µν and avoid calculating interaction integrals whose contri-
butions are below threshold. The test is not without cost, but this is generally
insignificant compared with the cost of evaluating unnecessary multi-centre
integrals, especially if they involve d, f, g, . . . orbitals. The cost can become
significant in very large systems, and it is necessary to construct program loop
structures carefully to keep costs down.

10.13.2 Integral-direct Fock matrix evaluation

Whatever the details of the iterative scheme, the change in the Fock matrix
at each iteration can be written formally

δF n ← I δDn, (δF n = F n+1 − F n) (10.13.5)

where I represents a list of molecular integrals and δDn is the change in
the density matrix. The complete list is needed to construct the initial Fock
matrix F 0, but subsequent iterations need only those elements of δF n above
the chosen threshold. The cost of each cycle therefore decreases as the iteration
approaches convergence.
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10.13.3 Symmetry properties of interaction matrix elements

Symmetry properties of charge-current components (10.7.1) induce symme-
tries of interaction matrix elements that can be exploited to reduce the length
of the list I to a minimum. Suppressing all quantum numbers other than
angular momentum projections on the axis of quantization, we have[

jβ
′,β

−mν ,−mµ

]
q

= ηµην(−1)mµ−mν

[
jβ,β′
mµ,mν

]
q

(10.13.6)[
jβ,β′
−mν ,−mµ

]
q

= ηµην(−1)mµ−mν

[
jβ,β′
mµ,mν

]∗
q

(10.13.7)[
jβ,β′
mµ,mν

]∗
q

=
[
jβ

′,β
mν ,mµ

]
q
. (10.13.8)

Equation (10.13.7) is often identified with symmetry under time reversal, and
the last equation follows from the Hermitian character of Pauli matrices. The
two-electron matrix element symmetries that follow are

(mµ,mν , q |mσ,mτ , q
′)

= ησητ (−1)mσ−mτ (mµ,mν , q | −mσ,−mτ , q
′) (10.13.9)

= ηµην(−1)mµ−mν (−mν ,−mµ, q |mσ,mτ , q
′) (10.13.10)

= (mσ,mτ , q
′ |mµ,mν , q) (10.13.11)

The Hermitian symmetry of the Fock matrix means that it is only necessary
to construct half of its matrix elements explicitly for production calculations.
Verification of the symmetry relations can be used to check the correctness of
computer programs.

10.13.4 Stepwise refinement

The LCAO method [7] often provides a very good first approximation to the
molecular wavefunction. Atomic wavefunctions are needed to start the cal-
culation; §10.2 enables us obtain them immediately. The contribution to the
electron density due to basis functions centred on different nuclei is gener-
ally very small, so that a DHF scheme that starts by excluding all but the
most important terms captures most of the physically important effects at the
outset and reduces the computational cost overall.

• Stage 0: perform DHF calculations on atomic cores for all nuclei present
and form the initial density matrix using LCAO combinations of atomic
spinors.

• Stage 1: include one-centre integrals of all classes but only those two-
electron interactions, (µ+, ν+ |σ+, τ+), that would appear in the nonrel-
ativistic Fock matrix.

• Stage 2: include the two-electron integrals (µβ, νβ |σ − β, τ − β) with
β = +,− which are next in importance.
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• Stage 3: include the integrals (µ−, ν − |σ−, τ−).

Experience has shown that it is advisable to retain all classes of one-centre
interaction integrals throughout the calculation. The one-centre integrals are
relatively cheap to compute and are in any case needed to capture the domi-
nant atomic-centred relativistic effects. The small component electron density
in the neighbourhood of the nucleus is significant even for a moderately heavy
atom and therefore shields the valence electrons from the full nuclear charge.
These terms strongly perturb the solution if they are not introduced until
Stage 2 or Stage 3, making it difficult, or even impossible, to make the calcu-
lation converge.

Roothaan’s bounds allow us to drop classes of interaction integrals that
make no significant contribution, which is particularly useful with multi-centre
integrals over small components. One-centre Breit integrals dominate in closed
shell molecules and are cheap to construct. The cost of computing multi-centre
Coulomb and Breit integrals involving small components also is less than
is commonly supposed, despite their complexity, because the charge-current
components are only appreciable near the nuclei.

10.13.5 Level-shifting

Iterative SCF schemes construct perturbation operators that rotate the eigen-
vector basis. The total energy is invariant under rotations in the occupied
space alone, so that energy improvement comes from the coupling with vir-
tual levels. Perturbation of the Fock matrix from one iteration to the next
may involve strong coupling between occupied and low-lying virtual states,
and it is often desirable to damp the relatively large changes that may result
in order to improve the convergence characteristics of the iterative scheme.
Level-shifting modifies the Fock matrix by writing

F shift = F +
∑

r

wrP r

where P r projects onto the r-th eigenvector of F and the coefficients wr are
so-called level shift parameters. In effect, this performs the shift Er → Er+wr.

The simplest way to exploit this idea shifts all virtual states, say r ∈ V,
by the same amount wr = w > 0. A change ∆F in the Fock matrix intro-
duces a first order correction to the unperturbed mixing coefficient vector C0
proportional to 〈r |∆F | 0 〉/(Er − E0). This may strongly perturb C0 when
the denominator is small, causing large oscillations from one iteration to the
next. The rate of convergence is often poor, and the amplitude may be so
large that the next step is outside the basin of attraction to the wanted solu-
tion. Adding a positive w to each small denominator can therefore damp the
change from one step to the next, leading to a more straightforward pattern
of convergence. More sophisticated use of level-shifting can greatly improve
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the convergence characteristics in open-shell problems, where selective appli-
cation of level shifts can help to stabilize oscillations between closed-shell,
open-shell, and virtual state spinors. This can be particularly useful in com-
pounds containing lanthanide or actinide elements, where relativistic effects
are clearly of interest. There are often large numbers of electrons with rel-
atively small binding energy having high angular momentum. These often
produce a high density of states around the nonrelativistic energy zero, and
level-shfting can be used to identify spinors that are nominally occupied in
the reference configuration and distinguish them from those regarded as vir-
tual states. Level-shifting can often stabilize an otherwise unstable iteration
sequence in such applications. The negative energy orbitals, which are always
present, play a largely passive role in these calculations. Their first order cor-
rection to the change in the Fock matrix has a large denominator of order
2mc2 so that their influence on the progress of SCF iterations is negligible in
comparison with that from low-lying virtual states.

10.14 Multiconfigurational Dirac-Hartree-Fock theory

Multiconfiguration self-consistent field (MCSCF) methods play an important
role in nonrelativistic molecular electronic structure calculations. The iterative
solution of MCSCF equations now utilizes so-called second-order (or approx-
imate second-order) procedures, and the introduction of “direct” procedures
that avoid the explicit construction of the Hamiltonian and Hessian matri-
ces have made it possible to fully optimize long CI expansions. Reliable and
efficient MCSCF wavefunctions are often the starting point of more exten-
sive multi-reference CI calculations. The subject has an extensive literature,
summarized by Werner and Knowles [51], who describe an MCSCF approach
that can be adapted to relativistic calculations. It involves rotations in the
orbital space, which, in the relativistic context, includes the negative energy
orbitals that are essential for a proper optimization [52]. The necessity for
including the negative energy states has been highly controversial for the past
20 years; the resolution of the controversy, §4.13, is therefore essential to the
success of the method. The Werner and Knowles scheme, like its precursors
discussed in their paper [51], relies on simultaneous adjustment of the orbitals
as well as the CSF mixing coefficients. There have been many such schemes,
and Werner and Knowles describe many of the technical difficulties that they
attempt to resolve in their paper. The relativistic version presented below
provides a simple and convenient way to proceed.

10.14.1 Orbital optimization

The multi-configurational wavefunction of an atom or molecule may be written

Ψ =
K∑

I=1

CIΦI , 〈ΦI |ΦJ〉 = δI,J ,

K∑
I=1

|CI |2 = 1 (10.14.1)
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where {ΦI |I = 1, 2, . . . ,K} is a set of orthonormal CSFs and the CI are
expansion coefficients. In general, the ΦI are linear combinations of N-particle
determinants so that we could also think of (10.14.1) as a linear combination
of determinants. It is not necessary to be specific at this point.

An isolated atom can be characterized by its angular momentum and par-
ity quantum numbers J,M , and Π. In this case, Ψ and all the ΦI can be
labelled with the same values of J,M , and Π, and each CSF will itself be
expressible as a linear combination of determinants. Similarly, if a molecule
has point group symmetry, then Ψ and all the ΦI will be built from CSFs be-
longing to some common representation space for that group. The CSFs {ΦI}
are constructed from 4-spinors {ψi} for occupied electron subshells defined by
the mean field used to construct them. The energy of the atom or molecule
for the state (10.14.1) is

E = 〈Ψ | Ĥ |Ψ〉 =
K∑

I=1

K∑
J=1

C ∗
I CJHIJ , (10.14.2)

where HIJ is the matrix element of the N-electron Hamiltonian Ĥ between
the N-electron CSFs ΦI and ΦJ , which can be written in the general form

HIJ =
∑
ij

( ij ) · γij
IJ +

1
2

∑
ij

∑
kl

( ij | kl ) · Γ ijkl
IJ , (10.14.3)

where i, j, k, l denote occupied electron orbitals. Inserting this in (10.14.2)
gives the energy expression

E =
∑
ij

( ij ) · γij +
1
2

∑
ij

∑
kl

( ij | kl ) · Γ ijkl, (10.14.4)

where the one- and two-electron density matrices have components

γij =
K∑

I=1

K∑
J=1

C ∗
I CJ γ

ij
IJ , Γ ijkl =

K∑
I=1

K∑
J=1

C ∗
I CJ Γ

ijkl
IJ . (10.14.5)

Integrals over orbital spinors

The notation ( ij ) and (ij | kl) for one- and two-electron interaction integrals
reflects their construction from charge-current densities, labelled ij and kl,
over a primitive G-spinor basis ρββ

µν and jβ,−β
µν whose symmetries are defined

by (10.7.1):

ρββ
µν =

(
ρββ

νµ

)∗
, jβ,−β

µν =
(
j−β,β

νµ

)∗
(10.14.6)

or, in terms of the space-time charge-current vector,
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(jσ)ββ′

µν =
[
(jσ)β′β

νµ

]∗
, σ = 0, 1, 2, 3

The definition of the one-electron Hamiltonian, (10.2.7) – (10.2.9), applies as
it stands to the molecular case, provided the basis set indices µ, ν range over
all nuclear centres. It follows that the one-electron interaction energy can be
written

( ij ) =
∑
ββ′

(
cβ

i

)†
hββ′

cβ′
j (10.14.7)

where cβ
i is a column matrix with entries cβµi running over the G-spinor basis

labels µ, with the spinor component index β = ±1, and the N ×N block hββ′

of the Hamiltonian matrix, with elements hββ′
µν , satisfies(

hββ′
µν

)†
= hβ′β

νµ

to make the full 2N × 2N matrix h Hermitian as in (10.2.8). We can rewrite
(10.14.7) in a density matrix notation as

( ij ) = tr h (dji)
†
, (10.14.8)

where dji has matrix elements

dβ′β
ji =

(
cβ′

j

)†
cβ

i . (10.14.9)

We can proceed in the same way with two-electron interaction integrals:

( ij | kl ) =
∑
ββ′

∑
µν

(µβ, νβ′ | kl ) dββ′
ij (µν), (10.14.10)

(µβ, νβ′ | kl ) =
∑
β̃β̃′

∑
ρσ

(µβ, νβ′ | ρβ̃, σβ̃′)dβ̃β̃′
kl (ρσ). (10.14.11)

(The trace notation is less helpful here.) Integrals over the Coulomb interac-
tion involve the charge densities only and so β′ = β and β̃ ′ = β̃. The Breit
interaction involves the current components, and so β ′ = −β and β̃ ′ = −β̃.
We can proceed as in (10.2.21) – (10.2.24) to write these in terms of the
familiar J and K operators.

We have already seen that the symmetry of the E-coefficients can be used
to reduce the computational cost of generating the basic one- and two-electron
integrals. For present purposes, it is useful to note the consequences of the
symmetries (10.14.6), which when combined with the Hermitian symmetry of
the one-electron Hamiltonian and the symmetry of the two-electron kernels
(Coulomb or Breit) give

( ij ) = ( ji )∗, ( ij | kl ) = ( kl | ij ) = ( ji | lk )∗ (10.14.12)
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In fact, the interaction integrals are real so that the complex conjugation
appearing in (10.14.12) can be ignored. The density matrices of (10.14.5) can
be assumed real and symmetrized so that

γij = γji, Γ ijkl = Γ jikl = Γ klij (10.14.13)

as in [51, Equation (9)].

Orbital rotations

After these preliminaries, the development is close to that of Werner and
Knowles [51]. These authors distinguish between internal (or occupied) or-
bitals, denoted i, j, k, l, and all other orbitals r, s, . . .. In relativistic terms,
the internal set includes only electron (“positive energy”) orbitals, whilst the
complete set includes both electron and positron (“negative energy”) orbitals.
As we have seen the negative energy orbitals must be present to preserve nor-
malization in orbital rotations that change the mean field potential. A new
set of orthonormal MO spinors is obtained by an orthogonal transformation

ψ̃i =
∑

r

ψr Uri (10.14.14)

where the 2N × 2N matrix U can be written

U = exp R = I + T , R† = −R. (10.14.15)

We shall determine the self-consistent solution in terms of the 2N(2N − 1)
elements of the real anti-symmetric matrix R. Introduce the operators h, Jkl

and Kkl by

( r |h | s ) = ( rs ),
(
r
∣∣∣Jkl

∣∣∣ s) = ( rs | kl ),
(
r
∣∣∣Kkl

∣∣∣ s) = ( rk | ls ),
(10.14.16)

the Fock matrix F ij and the matrix Gij ,

F ij = γij h +
∑
kl

Γ ijklJkl, Gij = F ij + 2
∑
kl

Γ ijklKkl, (10.14.17)

and the matrices A and B with elements

Ars = 2
∑

j

(
r
∣∣F sj

∣∣ j ) , Brs = Ars +
∑
kl

(
r
∣∣∣Gsk

∣∣∣ l )Tlk, (10.14.18)

where columns in which the label s refers to the external set vanish. Then we
can expand the energy in powers of T to second order, giving the expression

E(2)(T ) = E(2)(0) +
∑
ri

TriB
ri (10.14.19)
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We shall seek a minimum of E(2)(T ) with respect to the elements of T sub-
ject to the orthonormality constraints U †U = I. Introducing the Lagrange
multipliers εij = εji, gives us the equations

∂

∂Trs

⎛⎝E(2)(T )−
∑
ij

εij

[
(U †U)− I

]
ij

⎞⎠
for all r, s, which reduce to the matrix equation

B − 2Uε = 0 −→ ε =
1
2
U †B (10.14.20)

after using the orthonormality constraint. The symmetry condition ε = ε†

allows us to eliminate the Lagrange multipliers to give the nonlinear equa-
tion [53]

U †B −B†U = 0. (10.14.21)

Werner and Knowles [51] modified this approach by linearizing the equations
about some arbitrary trial matrix U . We can regard U as a function of the
rotation parameters R; we seek a small perturbation U → U(R) exp r so that

T → T +∆T , ∆T = U(R)
(

r +
1
2
r2 + . . .

)
, r† = −r. (10.14.22)

Inserting this in (10.14.19) gives

E(2)(T +∆T ) (10.14.23)

= E(2)(T ) + tr
[
2U †B

(
r +

1
2
r2
)

+ r†U † Gij Ur
]

The stationary condition (10.14.21) is now replaced by

U †B̃ − B̃
†
U − (Er + rE) = 0, (10.14.24)

where
E =

1
2
(U †B + B†U).

and
B̃ri = Bri +

∑
j

(GijUr)rj

Equation (10.14.24) is linear in the rotation parameters r. When U = I,
this reduces to the corresponding equation of the Newton-Raphson method.
Werner and Knowles [51] recommend that it is better to use the augmented
Hessian (AH) method with step restriction to determine r, on the grounds
that it always determines a reasonable solution even if the Hessian matrix at
the expansion point is not positive definite. This introduces a level shift into
(10.14.24) giving an eigenvalue equation
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U †B̃ − B̃
†
U − (Er + rE) = λε r. (10.14.25)

The number damping parameter λ ≥ 1 can be adjusted automatically to
restrict the “norm” of r so that∑

ri

r2
ri ≤ s2.

Davidson’s method [54] may be used to solve (10.14.25). The original papers
should be consulted for further implementation details.

Simultaneous optimization of CI coefficients and orbitals

Relaxation of the CSF mixing coefficients interacts with the orbital rotations
discussed above, and it is desirable to find an iterative scheme that allows for
this interaction. The formulae ((10.14.21) and (10.14.24) both make use of the
one index transformed quantities

h̃rj =
∑

s

( rs )Usj , J̃
kl

= JklU , K̃
kl

= KklT (10.14.26)

which are relatively cheap to construct, requiring only about 3
2 (2N)2.M3 op-

erations, where M the number of orbitals in the internal set and 2N the total
number of orbitals. The AH method above also requires one- and two-electron
integrals that are correct to second order in ∆T :

h
(2)
ij =

∑
r

Urih̃rj = (U †h̃)ij (10.14.27)

and

( ij | kl )(2) = −( ij | kl ) + (U †JklU)ij + (U †J ijU)kl

+ (1 + τij)(1 + τkl)(T †KikT )jl (10.14.28)

where the permutation operator τij exchanges the labels i and j. These rel-
atively cheap integrals may be used in a direct CI step to improve the CI
coefficients. When one configuration dominates, first order perturbation the-
ory gives an update

C̃I = CI −
g
(2)
I − E(2) CI

H
(2)
II − E(2)

for all except the dominant configuration, where H(2)
II is the diagonal el-

ement of the Hamiltonian matrix correct to second order in T , E(2) =∑
I g

(2)
I CI

/∑
I C

2
I , and g(2)I =

∑
J CJ

[
h

(2)
ij γ

ij
IJ + 1

2

∑
ij

∑
kl( ij | kl )(2)Γ

ijkl
IJ

]
.

Werner and Knowles [51] carefully discuss the advantages and disadvantages
of these methods. MCSCF calculations, relativistic or nonrelativistic, molec-
ular or atomic, can still spring nasty surprises.
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11

Relativistic calculation of molecular properties

This chapter applies the methods of Chapter 10 to the calculation of molecu-
lar properties. Section 11.1 discusses the way in which the BERTHA program
handles molecular symmetry involving relativistic double point groups. Sec-
tion 11.2 examines the Born-Oppenheimer potential energy surfaces of wa-
ter and similar small molecules where the relativistic effects, although small,
unexpectedly improved the calculated rotation-vibration spectra and made it
possible to identify new lines in the solar spectrum. Sections 11.3–11.6 concern
electromagnetic properties of atoms and molecules: Zeeman effect, hyperfine
interactions, NMR shielding constants. Section 11.7 presents results for a few
molecules containing high-Z atoms.

11.1 Molecular symmetry

Murrell et al. [1, Chapter 7] have remarked that the existence of molecular
symmetry is a redeeming feature that makes it possible to reach conclusions
about molecular wavefunctions without having to solve the quantum mechan-
ical equations exactly. Whilst the number of highly symmetrical molecules is
relatively small, their study provides insight into molecular properties. Well-
known examples include the physics and chemistry of hydrocarbons and the
octahedral and tetrahedral complexes that are common in much of transition
metal chemistry.

So far we have exploited the theory of the Lorentz and Poincaré groups to
construct powerful tools for approximate solution of the relativistic electronic
structure of atoms and molecules. We have made no use of the relativistic point
group symmetry of molecules although, as with isolated atoms, this can be
used to reduce the Hamiltonian matrix to a block diagonal form in which each
block is labelled by a representation of the symmetry group. In the relativistic
LCAO approach, we construct molecular orbitals as linear combinations of
4-component G-spinors on each of the atoms. These G-spinors have well-
defined transformation properties with respect to spatial rotations, parity and
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time reversal, which are set out in Appendix B.4. Four-component molecular
symmetry orbitals (MS), | τiµ〉, forming a space for the representation D(i) of
the molecular symmetry group can be constructed as linear combinations of
atomic four-spinors (AS) [2],

| τiµ〉 = | ρaljmνiµ〉 =
∑
a′m′

Cljνiµ
am,a′m′ | ρa′ljm′〉, (11.1.1)

where | ρaljm〉 is an AS on a typical centre a and the label τ distinguishes
different representations of symmetry i. The sum over a′ = Sa ranges over all
equivalent atom centres related by the group operations, S. If h is the order
of the group and ni the dimension of the representation,

Cljνiµ
am,a′m′ =

ni

h

∑
S

δa′,SaD
(i) ∗
µν (S) (−1)lτSDj

m′m(αβγ). (11.1.2)

where D(i) ∗
µν (S) is the representation matrix of the operation S, Dj

m′m(αβγ)
is a rotation group matrix element with Euler angles α, β, γ for the group
operation S, τS = 1 if S contains an inversion and τS = 0 otherwise.

In the BERTHA package, the AS are linear combinations of G-spinors with
common rotational symmetry labels l, j,m so that it is sufficient to consider
a single G-spinor component, (A.4.3),

| ρaljmνiµ〉 →M [β; γ, βκ, r] =
1
r
Rγ,βκ(r)χβκ,m(θ, ϕ),

where β = ±1 distinguishes the upper and lower 2-spinors, and the radial
functions, denoted by

ρnlj(r) → Rγ,βκ(r)

are supposed real, βκ = β(j + 1/2)η, η = sgn κ = ±1, l = j + βη/2,
and χβκ,m(θ, ϕ) is a two-component spin-orbit function. A more extended
description of this construction will be found in Appendix B.4, which also de-
scribes the software package TSYM [2] for generating the symmetry coefficients
of (11.1.2).

Because j is always an odd multiple of 1/2, each spatial transformation
S corresponds to two group operations S and S differing by a rotation 2π,
doubling the group dimension. However some classes of the double group are
related by similarity transformations, so that not every classe is doubled. We
use lower case letters to label MOs and upper-case letters to label total elec-
tronic states. The calculations that follow were done with small basis sets,
Appendix B.5, which are not of the quality needed for state of the art cal-
culations. They are only intended to give qualitative illustrations of the way
in which molecular symmetry can be used in relativistic molecular structure.
In particular, although no use has been made of symmetry to partition the
Hamiltonian matrix into blocks corresponding to point group irreps, the sym-
metry classification of molecular spinors generated by BERTHA provides a
strict test of correctness of the code’s correctness.
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11.1.1 Diatomic molecules

Diatomic molecules have an axis of rotation joining the atoms, making the
classification of molecular states particularly simple. In a nonrelativistic model
the orbital motion and spin can be treated independently. The rotational sym-
metry conserves the projection, ml of the electron orbital angular momentum
and the projectionms = ±1/2 of the spin independently. Becauseml is always
a signed integer, we can use |ml| to classify the orbitals; it is usual to label
each MO as σ, π, δ, . . . when |ml| = 0, 1, 2, . . . respectively. The projection
of the total electronic orbital angular momentum of an N -electron diatomic
molecule on the symmetry axis is Ml =

∑N
n=1ml(n), and its total spin pro-

jection is Ms =
∑N

n=1ms(n). The electronic states can therefore be classified
by the number Λ = |Ml|, so that Λ = Σ,Π,∆, . . . when |Ml| = 0, 1, 2, . . .. Σ
states are therefore nondegenerate, whereas those for which Λ �= 0 are double
degenerate: Λ = ±Ml. Every plane containing the symmetry axis is a symme-
try plane for the molecule, in which a reflection either changes the sign of the
state (e.g Σ−) or leaves it unchanged (e.g Σ+). In the absence of spin-orbit
coupling, the energy is independent of total spin, so that each state acquires
a multiplicity 2S + 1; the usual notation is, for example 3Σ+. The states of
molecules with an inversion centre can also be classified as ggerade, even) or
u (ungerade, odd) with respect to inversion.

In Dirac theory, spin and orbital motion no longer provide independent
constants of the motion. Each MO can be classified by the projection of its to-
tal angular momentum, ω = ±mj , on the symmetry axis, so that ω is a signed
odd multiple of 1/2. Molecular states can now be labelled by Ω =

∑N
n=1 ω(n)

in place of Λ,Σ. Before presenting examples of illustrative calculations on
small molecules using BERTHA we need to examine the way in which the
coupling between spin and orbital motion breaks down in low-Z molecules.
Consider a single MS with ω = 1/2, so that its mj = 1/2 wavefunction is
a linear combination of atomic spinors (AS). We can ignore the small effect
of the β = −1 (small) component of the MS as we are dealing with low-Z
molecules. The β = +1 (large) component is

ψ+ = c+−1
R+

−1(r)
r

χ−1,1/2(θ, ϕ) (11.1.3)

+c++1
R+

+1(r)
r

χ+1,1/2(θ, ϕ) + c+−2
R+

−2(r)
r

χ−2,1/2(θ, ϕ)

where the subscripts -1, +1, -2 are the AS κ values and the cβκ are some
coefficients. The spin-orbit functions are

χ−1,1/2(θ, ϕ) =
(
Y 0

0 (θ, ϕ)
0

)
and
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χ+1,1/2(θ, ϕ) =

⎛⎝−
√

1
3 Y

0
1 (θ, ϕ)√

2
3 Y

1
1 (θ, ϕ)

⎞⎠ , χ−2,1/2(θ, ϕ) =

⎛⎝
√

2
3 Y

0
1 (θ, ϕ)√

1
3 Y

1
1 (θ, ϕ)

⎞⎠ ,
where the upper row gives the amplitude of α-spin (ms = 1/2) and the lower
gives the amplitude of β-spin (ms = −1/2).

A molecular structure calculation will give numerical values to the mixing
coefficients. If c++1/c

+
−2 = −1/

√
2 the β-spin component vanishes, and we get

ψ ≈
[
c+−1

R+
−1(r)
r

Y 0
0 (θ, ϕ) + cp

Rp(r)
r

Y 0
1 (θ, ϕ)

]
α, α =

(
1
0

)
which is a product of a nonrelativistic σ orbital and an α spin (ms = 1/2)
wavefunction. Similarly if c++1/c

+
−2 =

√
2, we get a nonrelativistic π orbital and

β spin ms = −1/2). So if several MS have the same energy, we may expect to
find a basis in which the states are products of a space part and a spin part as
in this example. In practice, this separation can only be done approximately,
and there will be situations, especially in molecules with high-Z atoms, for
which no satisfactory factorization exists.

Carbon monoxide: C∞v

Table 11.1. Carbon monoxide: orbital classification Reprinted, with permission,
from Skaane [3].

Relativistic Nonrelativistic

State ε/Eh ω ε/Eh Λ

1,2 -20.7323 ±1/2 -20.7146 σ
3,4 -11.3969 ±1/2 -11.3917 σ
5,6 -1.5470 ±1/2 -1.5458 σ
7,8 -0.7932 ±1/2 -0.7927 σ

9,10 -0.6474 ±1/2 -0.6473 π
11,12 -0.6465 ±3/2 -0.6473 π
13,14 -0.5584 ±1/2 - 0.5583 σ

Total: -112.6742 0+ -112.6044 1Σ+

Table 11.1 (after [3]) shows results of an illustrative calculation with
BERTHA for the 1Σ+ ground state of the CO molecule using an uncon-
tracted basis set (C:7s,4p ; O: 6s,4p), Table A.16, with an internuclear sep-
aration dCO = 3.132a0. No symmetry assumptions were made in setting up
the Hamiltonian, so that a symmetry analysis of the resulting MS tests the
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correctness with which the Hamiltonian has been constructed. The relativistic
MS occur as Kramers’ pairs with the same energy. The nonrelativistic results
were obtained by repeating the calculation, increasing the speed of light by a
factor of 100. The MS can be labelled in terms of ω in the relativistic case and
of Λ, for both α and β spin, in the nonrelativistic case. Notice that although
the nonrelativistic π MOs are degenerate, the relativistic MS show a small
spin-orbit effect, consistent with results such as (11.1.3).

Nitrogen: D∞h

Table 11.2. Nitrogen: orbital classification. Reprinted, with permission, from
Skaane [3].

Relativistic Nonrelativistic

State ε/Eh ω ε/Eh Λ

1,2 -15.6997 ±1/2 -15.6901 σg

3,4 -15.6963 ±1/2 -15.6866 σu

5,6 -1.5232 ±1/2 -1.5224 σg

7,8 -0.7705 ±1/2 -0.7696 σu

9,10 -0.6141 ±1/2 -0.6143 σg

11,12 -0.6102 ±1/2 -0.6103 πu

13,14 0.6098 ±3/2 -0.6103 πu

Total: -108.7495 0+
g -108.6895 1Σ+

g

Table 11.2 presents similar information on the homonuclear diatomic
molecule N2 using a slightly smaller basis (N: 6s,3p), Table A.16, with in-
ternuclear distance dNN = 2.0675a0. Here again the degeneracy of the non-
relativistic πu MOs is lifted in the relativistic calculation.

11.1.2 Polyatomic molecules

Polyatomic symmetric molecules have states that transform under irreducible
representations of more interesting point groups requiring machinery de-
scribed in Appendix B.4. This enables the construction of molecular sym-
metry orbitals from which the Hamiltonian can, in principle, be reduced to
diagonal blocks, each of which can be labelled by a particular irrep. This has
not so far been implemented in BERTHA, but the application of a double
group projection operator

P̂ (i) =
ni

h

∑
S

χ∗(Ŝ) Ŝ, (11.1.4)
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where the sum runs over all group operations, quickly identifies whether a
given molecular spinor belongs to a given irrep. Double group character tables
are printed, for example, in [4, Volume 1, Appendix 1], and can be extracted
from the TSYM software package [2].

Water: C2v

Table 11.3. Water: orbital classification. Reprinted, with permission, from
Skaane [3].

Relativistic Nonrelativistic

State ε/Eh Label ε/Eh Label

1,2 -20.5848 e1/2 -20.5669 1a1

3,4 -1.3336 e1/2 -1.3322 2a1

5,6 -0.7049 e1/2 -0.7052 1b2
7,8 -0.5557 e1/2 -0.5557 3a1

9,10 -0.4970 e1/2 -0.4971 2b1

Total: -75.9847 -79.9311

The BERTHA calculation was done with a small basis set (O:6s,4p; H:6s),
Table A.16, with bond length dOH = 1.81 a0 and bond angle ∠(HOH) =
104.36◦. The relativistic dynamics makes only a very small difference to the
energies of the MS. However all relativistic orbitals are assigned the same
double group label, contrasting with the nonrelativistic description. As usual,
BERTHA orbitals appear in degenerate Kramers’ pairs.

Table 11.4. Ammonia: orbital classification. Reprinted, with permission, from
Skaane [3].

Relativistic Nonrelativistic

State ε/Eh Label ε/Eh Label

1,2 -15.5320 e1/2 -15.5221 1a1

3,4 -1.1456 e1/2 -1.1447 2a1

5,6 -0.6124 e1/2 -0.6124 1e
7,8 -0.6121 e3/2 -0.6124

9,10 -0.4089 e1/2 -0.4089 3a1

Total: -56.0950 -56.0653
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Ammonia : C3v

The calculation for ammonia was performed with dNH = 1.917 a0 and
∠(HNH) = 106.47◦ using a small basis (N: 6s,3p; H:6s), Table A.16. Relativis-
tic energy differences are very small. As in the case of water, the relativistic
orbitals appear in pairs; however, the nonrelativistic doubly degenerate e or-
bitals split into an e1/2 pair and an e3/2 pair with slightly different energies.

Table 11.5. Benzene: orbital classification. Reprinted, with permission, from
Skaane [3].

Relativistic Nonrelativistic

State ε/Eh Label ε/Eh Label

1,2 -11.2476 e1/2,g -11.2423 a1g

3,4 -11.2471 e1/2,u -11.2417 e1u

5,6 -11.2471 e3/2,u -11.2417
7,8 -11.2459 e5/2,g -11.2406 e2g

9,10 -11.2459 e3/2,g -11.2406
11,12 -11.2454 e5/2,u -11.2400 b1u

13,14 -1.1603 e1/2,g -1.1598 a1g

15,16 -1.0216 e3/2,u -1.0212 e1u

17,18 -1.0216 e1/2,u -1.0212
19,20 -0.8280 e3/2,g -0.8278 e2g

21,22 -0.8280 e5/2,g -0.8278
23,24 -0.7163 e1/2,g -0.7164 a1g

25,26 -0.6430 e5/2,u -0.6428 b1u

27,28 -0.6239 e5/2,u -0.6241 b2u

29,30 -0.5927 e3/2,u -0.5928 e1u

31,32 -0.5926 e1/2,u -0.5928
33,34 -0.5046 e1/2,u -0.5048 a2u

35,36 -0.4932 e5/2,g -0.4933 e2g

37,38 -0.4930 e3/2,g -0.4933
39,40 -0.3384 e1/2,g -0.3385 e1g

41,42 -0.3384 e3/2,g -0.3385

Total: -230.6810 -230.5866

Benzene : D6h

The benzene molecule, C6H6, is planar having the six carbons at the vertices
of a regular hexagon and D6h symmetry. The double point group has six
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additional fermion irreps, three gerade and three ungerade with respect to
inversion. The calculation used an uncontracted basis (C: 7s,4p; H: 6s), Table
A.16, dCC = 2.63a0 and dCH = 2.04a0.

The lowest 12 states are essentially carbon core orbitals. The delocalized
π orbitals are (39,40) and (33,34); the former are classified as e1g nonrelativis-
tically or e1/2,g and e3/2,g relativistically, the latter a2u nonrelativistically or
e1/2,u relativistically. In the usual elementary model they are linear combi-
nations of pz orbitals on each of the carbon atoms. The MS 35–38, classified
e2g nonrelativistically and e5/2,g and e3/2,g relativistically are symmetric with
respect to σh inversion and represent the σ bonds.

11.2 Relativistic effects in light molecules

Many expositions of atomic and molecular physics proceed from a nonrela-
tivistic base with relativistic corrections included, when relevant, by treating
the terms of the Breit-Pauli Hamiltonian, §3.7.2, as a first order perturbation.
This description is so traditional and works so well for materials composed of
atoms in the first two rows of the Periodic Table that we adopt it unthinkingly,
even when relativistic effects are too large to be treated perturbatively, for ex-
ample, when modelling high-Z atoms. Nevertheless the relativistic formulation
can still be useful in high precision studies for low-Z materials.

About 70% of the absorption of sunlight in the atmosphere – and the bulk
of the greenhouse effect – is attributable to water vapour [5]. Much research
effort has been devoted to understanding the spectra of water, but some fea-
tures, notably the details of atmospherically important weak line absorptions
or the spectrum of superheated water, are difficult to determine experimen-
tally [6]. It is claimed [7] that the precision of nonrelativistic treatments of
molecules containing light elements, for example in recent ab initio results
for potential energy hypersurfaces of H2O [8] and H2S [8, 9], now approaches
the level at which remaining errors in the electronic energies are negligible
in comparison with other effects. The small terms neglected in most treat-
ments of Born-Oppenheimer potential energy hypersurfaces, including adia-
batic and nonadiabatic corrections for nuclear motion as well as relativistic
effects, become significant at the level needed to identify rotation-vibration
bands important for atmospheric studies.

11.2.1 Nonrelativistic Breit-Pauli model

The effective Hamiltonian, H4 (3.7.5), for relativistic corrections to the non-
relativistic motion of a single electron, was derived in §3.7.2. The many-body
extension is derived in the same way from the DHFB Hamiltonian (10.1.1) in,
for example, the classic texts of Bethe and Salpeter [10, §39] or Berestetskǐi
et al. [11, §83]. For a molecule, the effective Hamiltonian takes the form
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Heff = HN +H0 +Hrel (11.2.1)

where
HN =

∑
A

1
2MA

p2
A +

∑
A<B

ZA ZB

|A−B|

is a Schrödinger operator describing the nuclear motion including the mutual
Coulomb repulsion of the nuclei,

H0 =
∑

i

1
2m

p2
i + V (11.2.2)

is the corresponding Schrödinger operator for the motion of the electrons in
which

V = −
∑
A

∑
i

ZA

|A− ri|
+
∑
i<j

1
|ri − rj |

is the potential energy of the electrons including nuclear attraction and their
mutual repulsion. In the Born-Oppenheimer approximation, the nuclei have
fixed positions, so that the only part of HN contributing is the mutual repul-
sion of the nuclei.

The lowest order relativistic correction,Hrel, can be divided into two parts:
H

(1)
rel consists of a sum of one-body operators arising from the Dirac-Coulomb

Hamiltonian andH(2)
rel contains additional terms derived from relativistic mod-

ifications to the Coulomb interaction between electrons. In the notation used
by [7, Equations (5a-g)], which records an extensive investigation of relativistic
corrections to properties of a large number of light molecules,

H
(1)
rel = HMV +HD +HSO (11.2.3)

H
(2)
rel = HSoO +HSS +HOO. (11.2.4)

The indivdual terms are

1. Mass-velocity

HMV = − 1
8c2
∑

i

p4
i

2. Darwin, 1- and 2-body: HD = HD1 +HD2

HD1 =
π

2c2
∑
A

∑
i

ZA δ(|ri −A|), HD2 = − π

2c2
∑
i<j

δ(|ri − rj |).

3. Spin-orbit, 1- and 2-body: HSO = HSO1 +HSO2

HSO1 =
1

2c2
∑
A

∑
i

ZA
σi · (ri −A)× pi

|ri −A|3

HSO2 = − 1
2c2
∑
i<j

σi · (ri − rj)× pi

|ri − rj |3
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4. Spin-other-orbit:

HSoO = − 1
c2

∑
i<j

σi · (ri − rj)× pj

|ri − rj |3

5. Spin-spin: HSS = HFC +HDP

HFC = − 1
2c2
∑
i<j

σi · σj
8π
3
δ(|ri − rj |) (Fermi contact)

HDP =
1

2c2
∑
i<j

(
σi · σj

|ri − rj |3
− 3

σi · (ri − rj) (ri − rj) · σj

|ri − rj |3

)
(spin-spin dipolar)

6. Orbit-orbit:

HOO =
1

4c2
∑
i<j

(
pi · pj

|ri − rj |3
+

pi · (ri − rj) (ri − rj) · pj

|ri − rj |3

)
The survey [7] confirms that in light molecules such as C2H6, NH3, H2O,
[H,C,N], HNCO, HCOOH, SiH−

3 , SiC2, and H2S the dominant relativistic
energy corrections are associated with atomic core orbitals at DHF level, to-
gether with Breit and Lamb-shift corrections. Relativistic energy corrections
must be included in high-accuracy theoretical treatments of geometrical de-
pendence, for example inversion barriers (NH3 and SiH−

3 ), rotational barriers
(C2H6), barriers to linearity (H2O, H2S and HNCO), conformational energy
differences (HCOOH and SiC2) and isomerization barriers ([H,C,N] system).
In terms of the Pauli Hamiltonian, the dominant contributions are due to
HMV and HD1. The two-electron Darwin term HD2 is often neglected, as
it contributes only about 0.1 % of the molecular one-electron Darwin term;
however its size is similar to the correlation contributions to HMV and HD1 in
these light molecules and should be included along with them. The spin-orbit
HSO effects are unimportant for the closed shell ground states of the light
molecules surveyed, and become visible only when electrons are excited to
higher states. However this approach breaks down, as we have seen in atomic
spectra, as jj-coupling takes over with increasing Z.

The Breit interaction is the origin of the operators HSS , HOO; the simpler
Gaunt interaction gives rise only to the HFC term. This latter is spherically
symmetric, and is therefore insensitive to changes in molecular geometry. Thus
any geometry dependent corrections to potential energy hypersurfaces from
the Breit interaction can only come from the terms HDP , HOO. Although
necessary for getting very high precision, the Breit two-electron relativistic
corrections are relatively small.

11.2.2 DHF and DHFB calculations for water using BERTHA

Table 11.6 displays energies of the H2O molecule (units Eh) [12] for a suc-
cession of DHF and DHFB calculations with correlation consistent basis sets
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derived by Dunning et al. [13, 14]: see Appendix B.5, Tables A.17, A.22
and A.23. These were used [12] without any contraction, so that the nonrela-
tivistic Hartree-Fock energies of the third column, obtained by increasing the
speed of light by a factor 100, are slightly below the corresponding results due
to Helgaker et al. [15] (-76.026799 for cc-pVDZ, -76.057168 for cc-pVTZ) in
which the same basis sets were used in a contracted form. Table 11.7 shows
the orbital energies from these correlation consistent basis sets [3, Table 8.2],
which we may compare with the minimal basis set results of Table 11.3.

Table 11.6. DHF and DHFB calculations for water. Reprinted from [12, Table 2]
with permission from Elsevier.

Basis set EDHF EHF ∆E
∆EBreit

∆EGaunt

cc-pVDZ -76.085331 -76.030375 -0.054956 +0.007565
+0.007864

aug-cc-pVDZ -76.097556 -76.042604 -0.054952 +0.007557
+0.007857

cc-pVTZ -76.112293 -76.057203 -0.055090 +0.007579
+0.007882

aug-cc-pVTZ -76.115805 -76.060715 -0.055090 +0.007577
+0.007800

Table 11.7. DHF orbital energies (Eh) for water. Reprinted from [12] with permis-
sion from Elsevier.

cc-pVDZ aug-cc-pVDZ cc-pVTZ aug-cc-pVTZ

1,2 -20.565154 -20.595167 -20.572704 -20.584667
3,4 -1.339780 -1.358195 -1.347165 -1.355055
5,6 -0.699985 -0.718526 -0.708936 -0.716940
7,8 -0.567444 -0.585894 -0.577977 -0.585164

9,10 -0.493888 -0.508816 -0.504356 -0.510166

As expected, the relativistic corrections to Hartree-Fock total energies are
relatively insensitive to basis sets that have been enhanced to improve va-
lence correlation. The last column of Table 11.6 shows the corrections due to
the two-electron magnetic interactions, Breit (upper entry) (6.4.14) or Gaunt
(lower) (6.4.13); they also are relatively insensitive to basis set enlargement.
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The total magnetic energy obtained self-consistently is about 20 µEh smaller
than that obtained by calculating the effect perturbatively [12, Table 3]. The
simpler Gaunt interaction contributes the dominant two-electron magnetic ef-
fect, and the more complicated remainder of the Breit interaction (often called
the retardation term) reduces the correction by about 4%.

11.2.3 Second-order many-body corrections

The BERTHA code uses an adaptation of the Head-Gordon and Pople [16]
procedure in the no-virtual pair approximation [17] in which the negative-
energy states are treated as inert. The second-order correlation energy of two
electrons in occupied states a and b is

E2(a, b) =
1
2

∑
rs

( ra | sb )( ar | bs )
εa + εb − εr − εs

− 1
2

∑
rs

( ra | sb )( as | br )
εa + εb − εr − εs

(11.2.5)

where r, s label positive energy MS. The calculation [3] extends the White and
Head-Gordon algorithm [18] to the relativistic case. The total second order
energy summing over all occupied pairs a, b using the same basis sets as in
§11.2.2 is shown in Table 11.8 along with the total energies resulting from
DHF and HF calculations from Table 11.6. The contribution of relativis-

Table 11.8. Second order correlation energy E2 of water. Reprinted from [12, Table
5] with permission from Elsevier.

Basis set E(D)HF /Eh E2/Eh

cc-pVDZ Relativistic -76.085331 -0.257904
Non-relativistic -76.030375 -0.257797
Difference -0.054956 -0.000108

aug-cc-pVDZ Relativistic -76.097556 -0.273948
Non-relativistic -76.042604 -0.273838
Difference -0.054952 -0.000110

cc-pVTZ Relativistic -76.112293 -0.312813
Non-relativistic -76.057203 -0.312680
Difference -0.055090 -0.000133

aug-cc-pVTZ Relativistic -76.115805 -0.319271
Non-relativistic -76.060715 -0.319140
Difference -0.055090 -0.000131

tic and nonrelativistic correlation to the total energy is of the same order of
magnitude, and the dependence on basis set is much the same in both cal-
culations. Whereas relativity reduces the total HF energy by about 55 mEh



11.2 Light molecules 599

and the two-electron magnetic interaction raises it by about 7.6 mEh (Table
11.6), the relativistic correction to the correlation energy, -0.13 mEh is tiny
by comparison. However, the picture looks quite different at the orbital level
where typical pair correlation energies can be as large as -30 mEh, with rela-
tivistic corrections around -0.02 mEh. In some cases, the relativistic effect is
much larger, and the cancellation comes from summing terms of the form

E2(a, b) + E2(a, b)

where b and b are Kramers’ pairs related by time reversal. The most strik-
ing example involves the pair (3,4), corresponding to the 2a1 orbitals in the
nonrelativistic limit (Table 11.3). Here the relativistic corrections between the
pairs (mEh) are much larger,

∆E2(3, 3) = ∆E2(4, 4) = −2.12, ∆E2(3, 4) = 4.23,

compared with the correlation energies

E2(3, 3) = E2(4, 4) = −16.14, E2(3, 4) = −33.35.

The total relativistic correction to the 2a1 correlation energy reduces to a
tiny -2 µEh. Similar, but much less surprising results were found for the other
Kramers’ pairs (1,2), (5,6), (7,8) and (9,10). Although spin and orbital motions
are not separable in the relativistic calculation for this element, the outcome
is hardly distinguishable in this case from nonrelativistic theory. For systems
with higher Z elements, the cancellation can be expected to be less complete,
and the picture will be much more complicated.

11.2.4 Relativistic study of the potential energy surface and
vibration-rotation levels of water

Quiney et al. [19] report a detailed study of two-electron relativistic ef-
fects on the potential energy surface and vibration-rotation levels of wa-
ter at over 300 points on the potential energy surface [19], ranging over
1.47a0 ≤ ROH ≤ 2.79a0 and 41◦ ≤ ∠(HOH) ≤ 172◦. This followed a prelim-
inary exploration [12] that had examined the relativistic effects on the bond
length ROH and bond angle ∠(HOH) near the equilibrium geometry, which
revealed a small, significant and rather unexpected geometrical variation. The
BERTHA calculations were compared with results from DIRCCR [20] for the
two-electron Darwin term HD2 and MOLFDIR [21] for the Gaunt correction.
Figure 11.1 shows the results for the two-body operators.

The main conclusion from this work was that the two electron relativistic
corrections are significant for the calculated behaviour of the vibrational and
rotational states of water. The one body corrections, HMV + HD1 dominate,
and are due largely to atomic core contributions. The HD2 term is relatively
easy to evaluate; most of the effect is recovered at the HF level and correlation
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Fig. 11.1. Contour plots of components of the two-electron relativistic corrections
to the potential energy surface of the water molecule. (a) Two-body Darwin term
HD2; contours are separated by 1 cm−1 with the maximum at the top of the plot. (b)
Gaunt interaction; contours are separated by 2.5 cm−1 decreasing to the right. (c)
Breit-Gaunt differences; contours are separated by 1 cm−1 increasing to the right.
(d) Breit interaction; contours are separated by 2.5 cm−1 decreasing to the right.
Reprinted from [19] with permission from Elsevier.

has only a small effect. The remaining Breit-Pauli two electron terms proved
more difficult to calculate nonrelativistically because of slow convergence of
the perturbation series with respect to angular momentum. The correspond-
ing DHFB estimates of two-electron effects presented no such problems. The
results gave confidence in the use of the Breit-Pauli Hamiltonian in these light
molecular systems. The DHF and DHFB calculations were not supplemented
by correlation calculations to the level used in the Breit-Pauli work and it
would be interesting to explore this area further.

A similar set of calculations has been performed for H2S [22]. The absolute
value of the relativistic correction is an order of magnitude larger in H2O, but
the dependence on geometry is almost the same. The size of the relativistic
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corrections is a reflection of the higher binding energy of the core electrons,
but the valence structure, which determines the variation of the relativistic
effects across the PES, is similar to that of H2O.

11.3 Electromagnetic properties of atoms and molecules

11.3.1 Gauge transformations in electromagnetic processes

The need for the physical predictions of the theory to be invariant to gauge
transformations has been a recurrent theme of this book. The gauge depen-
dence of computed electric multipole radiative transition probabilities was
discussed at length in §8.1. Whilst the traditional choice of the relativistic
Babushkin gauge (nonrelativistic length gauge) seems to give a stable ap-
proximation to measured transition rates, there is no a priori justification
for choosing this particular gauge so that our theoretical result could be any
real number from zero to infinity! The gauge dependence can be guaranteed to
vanish if the transition moment of the atomic or molecular charge-current den-
sity for longitudinal photons vanishes. Whilst this can never be guaranteed,
except for simple one-electron models using a local potential [23], there are
many examples, §7.12, in atomic transitions in which the gauge dependence
is small enough to be tolerable.

Similar gauge problems occur in the calculation of electromagnetic prop-
erties of molecules, even in quite simple situations. Consider a simple one-
electron hydrogenic atom with a stationary vector potential A,

ĥD(A) = cα · (p + A) + βmc2 − Z/r. (11.3.1)

Under a gauge transformation

A → A′ = A + grad Λ,

the transformed Hamiltonian and state vector are

ĥD(A) → ĥD(A′) = exp[−iΛ] ĥD(A) exp[iΛ],
(11.3.2)

ψ → ψ′ = exp[−iΛ]ψ,

where, the subsidiary condition divA = 0 = divA′ entails ∇2Λ = 0. Then
this construction ensures

(ψ | ĥD(A) |ψ) = (ψ′ | ĥD(A′) |ψ′); (11.3.3)

the energy is gauge invariant.
However it is by no means obvious that if we try to solve the matrix Dirac

equation (or the corresponding Schrödinger equation) for the ground state of
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the system in a fixed basis, the respective eigenvalues ε and ε′ will be the same,
even though we might expect ε = ε′ if the basis set is complete. Skaane [3,
Table 9.16] studied the simple example in which A = 0, Λ = z for hydrogen-
like neon (Z = 10). He used the same G-spinor basis set with exponents ai =
αβi−1, as in (B.5.20), setting α = 0.01 and β = 1.9. The eigenvalues all con-
verged to 9 decimal places within 10 iterations, giving ε = −12.504162870Eh

compared with ε′ = −11.938559855Eh for a 30s/30p basis set. Adding 30d G-
spinors to the basis gave the improved value ε′ = −12.478913786Eh and agree-
ment to 4 decimals, ε′ = −12.504151181Eh came only after adding 30f and 30g
G-spinors to the basis. A similar test with the same geometric G-spinor basis
set for H+

2 gave the energies ε = −0.360731558Eh and ε′ = −0.306137830Eh

for a 20s/20p basis set and ε = −0.360871033Eh, ε′ = −0.362852656Eh when
20d, 20f and 20g G-spinors were added to the basis set.

This rather unsatisfactory situation poses a major problem in calculation
of magnetic effects where, as we shall see below, a shift of the geometrical
origin corresponds to precisely such a gauge transformation of the vector po-
tential. Skaane pointed out that by trying to expand ψ and ψ′ in terms of the
same basis set, we are trying to match two expansions

ψ′ ≈
∑

µ

c′βµ M [β, µ,x]

and
ψ ≈ exp[−iΛ]

∑
µ

cβµM [β, µ,x]

so that it is not surprising that it is necessary to add many new functions
to the basis in order to make the two approximate solutions match. We can
avoid this mismatch by defining a new basis, B-spinors,

ωβ
µ(x) = exp[−iΛ(x)]M [β, µ,x] (11.3.4)

a relativistic generalization of London orbitals [24], which have been used to
remove dependence on the choice of origin in calculations of electromagnetic
properties of nonrelativistic molecular calculations.

11.3.2 B-spinors

An external static homogeneous magnetic field B is associated with a time-
independent vector potential

A =
1
2
[B × (x−G)] (11.3.5)

where G is an arbitrary origin. A shift G → G′ is equivalent to a gauge term

Λ(x) =
1
2
[B × (G−G′] · (x−Q)
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where Q is an arbitrary fixed point. If we take G as the (fixed) gauge origin
for the whole system, and identify G′ with a nuclear centre Aµ, we can define
the B-spinors, or relativistic London atomic orbitals (LAO)1, (also known as
gauge invariant atomic orbitals, GIAO) by

B[β, µ,x; w] = exp [−i(B ·wµ)/2] M [β, µ,x]. (11.3.6)

where
wµ = [G−Aµ]× [x−Q]

This ensures that electromagnetic properties calculated using a basis of B-
spinors will be independent of the choice of the point G. It does not imply
that the result will be gauge invariant in a more general sense.

In practice, matrix elements of a magnetic operator O with respect to
B-spinors with indices µ, ν can be calculated as matrix elements of the trans-
formed operator

exp [+i(B ·wµ)/2] O exp [−i(B ·wν)/2] (11.3.7)

with respect to the original G-spinors. Ruud et al. [24] have highlighted several
advantages of using the equivalent London orbitals in nonrelativistic calcula-
tions of magnetic properties. Perhaps the most important is the rapid conver-
gence of basis set expansions in LAOs, noted above, along with the elimination
of difficulties connected with the choice of the gauge origin G. LAOs (and B-
spinors) also preserve size extensivity properties of the wavefunction, impor-
tant for correlation calculations. Ruud et al. deal with implementation issues,
and many of their ideas have been incorporated in the relativistic BERTHA
code [26].

Kutzelnigg et al. [27] introduced the IGLO (individual gauge London or-
bitals, which uses standard Gaussian basis functions. It uses local phase factors
as in the London approach, but attaches them to localized MOs rather than
to AOs. Completeness relations are used to simplify the calculation, and this
makes it somewhat sensitive to basis set quality.

11.4 The Zeeman effect

The vector potential (11.3.5) is responsible for the splitting of atomic levels
in a magnetic field known as the Zeeman effect [28, §13.2]. The nonrelativistic
one-electron theory is based on adding a perturbation

W = µBB · (l + ges) (11.4.1)

to the free field Schrödinger Hamiltonian [10, Equation (45.9)], where µB =
e�/2me is the Bohr magneton, l and s are the electron’s orbital and spin
1 First introduced by London [25] in studies of π-electrons in aromatic hydrocar-

bons.
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angular momenta, and ge ≈ 2 (the value derived from Dirac theory) is the gy-
romagnetic ratio or g-factor, which has now been determined experimentally
to a few parts in 1012 [29]. The deviation of ge from the Dirac value 2.0 is
attributed to QED corrections, and its experimental determination in hydro-
genic ions as a test of QED continues to be an active area of research [30].

If B is in the z-direction and the electron has quantum numbers lsjmj ,
then the level splitting is [28, Equation (13.18)]

∆Emj
= gµBBmj (11.4.2)

and the Landé splitting factor g is given by

g = gl
j(j + 1)− s(s+ 1) + l(l + 1)

2j(j + 1)
+ ge

j(j + 1) + s(s+ 1)− l(l + 1)
2j(j + 1)

,

(11.4.3)
where gl ≈ 1 − me/M , where me is the electron and M the nuclear mass.
Substituting gl = 1 and ge = 2 in (11.4.3) gives the well-known approximation

g = (j + 1/2)/(l + 1/2). (11.4.4)

The Pauli Hamiltonian from which (11.4.1) is derived also includes a term,
neglected in elementary theory, which is proportional to A2, but which is
important when B is sufficiently large. Experimental and theoretical studies
on its effects in high Rydberg states have revealed complex patterns of energy
levels and phenomena of “quantum chaos”. Many references to this field may
be found in [31]. The relativistic theory is somewhat simpler. The interaction
of a single electron with an external static magnetic field is given by the usual
interaction Hamiltonian, which in the present context reduces to

Hint =
c

2
α · (B × x). (11.4.5)

This is linear in B; there is nothing corresponding to the nonrelativistic A2

(or “diamagnetic”) term. In perturbation theory such terms can only appear
in second or higher orders. Equation (11.4.5) gives a formula for the magnetic
moment operator

µ = − c
2

α× x (11.4.6)

The matrix elements in a G-spinor (or B-spinor) expansion are given by
(10.9.18).

In the atomic case, the one-electron g-factor for an electron in the orbital
nljm can be written [32]

g = −κc
j

(jj |α× x | jj) =
κc

j(j + 1)

∫ ∞

0
r(PQ+QP ) dr. (11.4.7)

This reduces correctly to the nonrelativistic result in the Pauli limit [32].
The corresponding result for a multiconfigurational atomic state T with total
angular momentum J [32] in the notation of (6.10.17) is
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Table 11.9. Electronic g-tensor components, g‖ and g⊥, and components of spin
projection for selected diatomic molecules. Reprinted from [35] with permission of
Elsevier.

106(1 −Σ)µB 104(g‖ − 2) 104(g⊥ − 2)
‖ ⊥ DHF Exp. [36] DHF Exp. [36]

BeH 14 18 23 22(2) 21 21(3)
MgH 19 21 23 2(4) 8 20(4)
CaH 36 28 23 13(4) -24 -34(4)
SrH 241 133 21 4(4) -102 -135(4)

ZnH 88 63 2 3(3) 5 -148(6)
CdH 3111 182 20 30(4) -149 -476(4)

PdH 4382 32323 -623 -350(20) 5973 2932(4)

YbH 1410 731 9 -47(4) -281 -598(2)

BeF 17 20 23 14(5) 17 14(5)
MgF 22 24 22 20(5) 9 10(5)
CaF 27 24 22 20(5) -1 0(10)
SrF 140 81 22 20(5) -35 -30(5)

ZnF 300 208 19 20(10) -414 -40(10)

YbF 415 224 19 -25(5) 5 -46(5)

BO 31 40 22 15(3) 9 12(3)

ScO 29 29 23 0(10) 18 0(10)
YO 143 87 21 30(20) 5 30(20)
LaO 226 123 21 100(100) 6 100(100)

BS 63 59 22 16(1) -52 -58(1)

gJ = −c
∑
ij

c∗iT cjT

∑
αβ

d1αβ(T, T )
κα + κβ√
J(J + 1)

× [jα]−1/2〈jα ‖C1 ‖jβ〉
∫ ∞

0
r(PαQβ +QαPβ) dr, (11.4.8)

where

d1αβ(T, T ) = (−1)∆α+∆β
′
(NαNβ

′)1/2(Tα{|Tα
′) (Tβ |}Tβ

′)

× δ
˜Tα,Tα

′δ˜T ′
β ,Tβ

∏
i
=α,β

δTi,Ti
′

[J ]1/2

[jα]1/2 Rα,β(T ;T ).

More generally, we can follow Abragam and Bleaney [33] to generalize
(11.4.1) to give an effective Hamiltonian in the form

W =
1
4c

∑
kl

Bk gkl σl, (11.4.9)
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where k, l label Cartesian coordinate directions σl, l = 1, 2, 3, are Pauli ma-
trices and gkl is customarily referred to as the electronic g-tensor.2 In the
four-component formalism used in this book, the g-tensor can be computed
as the coefficients of the linear relation∑

l

gklΣl = (α× x)k (11.4.10)

where Σl = σl×I2. The G-spinor integrals required are available from (10.9.9),
(10.9.16) and (10.9.18). The two-component representation devised by van
Lenthe et al. [34] gives the lowest order relativistic approximation to the g-
tensor; the four-component expression includes relativistic effects to all orders.

Quiney and Belanzoni [35] have made a study of electronic g-tensors of di-
atomic molecules in the DHF scheme using the BERTHA code [26]. The Carte-
sian axes are aligned with the principal axes of the molecule. The columns
of Table 11.9 labelled with Σ‖ and Σ⊥ show values of the expectation of the
spin operator along and perpendicular to the molecular axis respectively; the
g-tensor is diagonal and we label the non-zero components gkk as g‖ and g⊥.
The comparison with experimental values for low-Z molecules, taken from
[36], reveals that the deviation of the DHF value of g‖ from the free-electron
value g = 2.00232 is very small. This just confirms that these molecules are
well described by the LS-coupling scheme, for which Σ‖ = 1. There are signs
that the DHF single determinant model is not so satisfactory for molecules
with high-Z constituents. The calculation of g⊥ is a more sensitive test of
the quality of the model as it depends on the anisotropy of the spin-current,
which may not be so well represented at the single determinant DHF level.
The value of g⊥ for PdH is particularly poor, probably because of the neglect
of configuration mixing in the Pd atom. However, the calculation reproduces
qualitatively the huge anomalous increase in g⊥ and the decrease in g‖.

11.5 Hyperfine interactions

The fine structure levels predicted by the theory developed so far reveal fur-
ther structure at high resolution. This hyperfine structure can be attributed to
weak interaction of the electrons with electric and magnetic fields generated
by the nuclear charge-current distribution. The theory of hyperfine structure
for free atoms was surveyed by Armstrong [37] and also by Lindgren and
Rosén [38]. The hyperfine interaction can be expanded in a product of multi-
poles of order k

Hhfs =
∑
k≥1

T k ·Mk (11.5.1)

2 This is a misnomer, because gkl does not have the right transformation properties.
However, the product Gij =

∑
k gikgjk is a true Cartesian tensor.
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Table 11.10. Components of the nuclear magnetic hyperfine tensor, A‖ and A⊥ (in
Mhz), for selected diatomic molecules. Asterisks denote isotropic values. Reprinted
from [35] with permission of Elsevier.

A‖ A⊥
DHF Exp. [36] DHF Exp. [36]

9BeH 177 208(1) 164 194.8(3)
Be 1H 80 201(1) 62 190.8

25Mg H 217 226(3) 206 218(1)
Mg 1H 93 298(1) 98 264(1)
Ca 1H 45 138(1) 42 134(1)
Sr 1H 38 123(2) 34 121(2)

Zn 1H 162 485(2) 159 487(2)
111CdH 1370 4358(25) 1265 3966(3)

Cd 1H 190 515(1) 187 515(1)
105PdH 538 867(10) 560 801(2)

Pd 1H 68 103(6) 6 106(1)
171YbH 4656 5724(20) 4401 5266(5)

Yb 1H 79 226(2) 76 224(2)
9BeF 236 303 226 297

Be 19F 190 241 136 227
Mg 19F 170 331(3) 101 143(3)
Ca 19F 85 149(3) 65 106(3)
87SrF 604 591(3) 587 570(3)
Sr 19F 68 126(3) 47 95(3)

Zn 19F 655 673(2) 19 143(2)
Cd 19F 519 670(7) 195 64(2)

171Yb F 6257 7822(5) 6167 7513(5)
Yb 19F 215 220(2) 191 134(2)
11B O 1051 1018(1) 964 1034(1)

45Sc O 1561 2063(1) 1515 1990(10)
89Y O 617 602 ∗803(3)

139La O 4268 3724 4181 2639
11B S 855 853.3(3) 751 766.7(3)
B 33S 39 13 16(2)

where T k, which operates on electronic wavefunctions, and Mk, which op-
erates on the nuclear wavefunctions, are tensor operators of rank k. If I is
the angular momentum operator for the nucleus and J the total angular mo-
mentum operator of the electrons, the angular momentum of the combined
system is

F = J + I.
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The splitting of atomic energy levels for the interaction of rank k as a function
of F can be written [28, Equation (16.6)]

∆Ek(JIF, JIF ) = (−1)J+I+F

{
J J k
I I F

}
×
[(
J k J
J 0 −J

)(
I k I
I 0 −I

)]−1

Ak (11.5.2)

where for k ≥ 1,
Ak = (JJ |T k |JJ) · (II |Mk | II). (11.5.3)

The commonly used hyperfine shift parameters A,B. . . . are defined by

A = A1/IJ, B = 4A2, . . . (11.5.4)

We shall consider only the magnetic dipole interaction, k = 1, for which
we can write

∆E1(JIF, JIF ) = A 〈I · J〉 (11.5.5)

where
〈I · J〉 =

1
2
[F (F + 1)− J(J + 1)− I(I + 1)].

In this case,

T 1 = −1
c

α× x

|x|3 (11.5.6)

where x is the position of the electron relative to the relevant nucleus and the
nuclear magnetic dipole moment is defined by

µI = (II |M1 | II)

In molecules, the angular momentum classification used in atoms is no longer
relevant, and we must evaluate the expectation value of

Hhfs =
1
c
µ · α× (x−An)

|x−An|3
(11.5.7)

giving the interaction of the electron current with the nuclear magnetic dipole
moment µ of the nucleus at An, where

µ = µN gI I,

with nuclear moment gI I (gI being the nuclear g-factor) and µN = 1/2mp is
the nuclear magneton, in terms of the proton mass mp. The first-order energy
shift can be written as the expectation of a spin Hamiltonian

H ′
hfs =

1
2

∑
ij

ΣiAij Ij (11.5.8)
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in the same manner as (11.4.9). Aij is known as the magnetic hyperfine tensor ;
it is diagonal if the Cartesian axes are aligned with the principal axes of
a diatomic molecule, and we write A‖ for the diagonal tensor component
along with the internuclear axis and A⊥ for any diagonal component in a
perpendicular direction. The necessary G-spinor integrals can be obtained by
the methods described in the previous section.

Results for a number of diatomic molecules are shown in Table 11.10,
selected according to the availability of experimental data and of suitable
basis sets. As with similar nonrelativistic calculations, the hyperfine proton
coupling is poorly represented by the DHF model because of the importance
of electron correlation. Hyperfine parameters for molecules containing 19F are
usually underestimated, probably through neglect of core polarization. The
electronic structure of the single determinant DHF model tends to emphasize
the stable closed shell ion F−, for which the atomic hyperfine tensor vanishes.
This defect could be remedied by taking electron correlation into account.

11.6 NMR shielding in small molecules

Attempts to extract nuclear moments from hyperfine splittings are compli-
cated by shielding of the atomic electrons. A simple relativistic theory [26,
§6.2] starts from the combined interaction

Hnmr = cα ·
{

1
2
B × x +

1
c2

µ× (x−An)
|x−An|3

}
. (11.6.1)

where An is the position vector of nucleus n. The lowest order energy correc-
tion due to the nuclear moment µ is given by the spin Hamiltonian

H ′
nmr =

∑
ij

Bi µj σij (11.6.2)

where i, j label Cartesian coordinate directions and σij is the shielding tensor.
The matrix elements of (11.6.1) in a B-spinor basis (11.3.6) are equivalent to
matrix elements of the operator

exp [+iΛµ(x)] Hnmr exp [−iΛν(x)] ,

in a G-spinor basis where, after putting the arbitrary position vector Q = 0,

Λµ(x) = B · [G−Aµ]× x.

as in (11.3.5). The shielding tensor in lowest order is the sum of two terms

σjk = σ
(1)
jk + σ(2)

jk . (11.6.3)

The first is the result of linearizing
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exp [+iΛµ]
α

c
· µ× (x−An)

|x−An|3
exp [−iΛν ]

with respect to B, giving

σ
(1)
jk =

i

2

∑
a

∑
µν

cβ ∗
µ c−β

ν (11.6.4)

×
〈
µ, β

∣∣∣∣ [(Aµ −Aν)× x]j
(σ × (x−An))k

|x−An|3

∣∣∣∣ ν,−β〉
where n refers to the nucleus of interest. As expected, this term only con-
tributes when there is more than one nuclear centre. The term σ

(2)
jk is the first

order interference between the two terms of (11.6.1),

σ
(2)
jk =

∑
ar

{
〈a | [α× (x−G)]j | r〉 〈r | [α× (x−An)]k/|x−An|3 | a〉

Ea − Er

(11.6.5)

+
〈a | [α× (x−An)]k/|x−An|3 | r〉 〈r | [α× (x−G)]j | a〉

Ea − Er

}
where a runs over occupied orbitals and r ranges over the whole spectrum
including states of negative energy. We shall write

σ
(2)
jk = σ

(2)
jk+ + σ(2)

jk− (11.6.6)

where σ(2)
jk+ contains all terms of (11.6.5) with Er > −2mc2 (positive energy

part) and σ(2)
jk− all terms with Er ≤ −2mc2(negative energy part). Expressions

for the G-spinor matrix elements can be found in §10.9.
The nonrelativistic theory of hyperfine shielding is due to Ramsey [39].

The expressions are somewhat more complicated, partly because the nonrel-
ativistic Hamiltonian is quadratic in the vector potential, but also because of
the need to include relativistic effects in the Pauli approximation. We refer
the reader to [39] and to more recent work [40, 41] for details. Pyykkö’s anal-
ysis [42] of the nonrelativistic theory associates the negative energy part of
(11.6.5) with the diamagnetic contribution to the shielding constant and the
positive energy part with the paramagnetic contribution. It has often been
assumed that the negative energy states generated in 4-component basis set
calculations are devoid of physical meaning and cannot be used to calculate
the diamagnetic contribution. Authors such as [42, 43] have therefore tried
to avoid explicit use of negative energy virtual states by approximating all
denominators in terms where they occur by 2mc2 and applying closure rela-
tions to give a rough estimate. As we have seen, the division between positive
and negative energy states depends upon the choice of mean field, so that the
division of σ(2)

jk into two parts as in (11.6.6) is model dependent.
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11.6.1 NMR shielding constants for 17O in water

Table 11.11 reports estimates [12] of the spherically averaged second order
hyperfine shielding tensor

σ(2) = (σ(2)
xx + σ(2)

yy + σ(2)
zz ),

defined by equation (11.6.5) for the DHF calculations on water reported
in §11.2.2. The columns headed σ

(2)
+ and σ

(2)
− record separately the sums

over positive and negative virtual states; the latter dominate the calculation.
Whilst there is considerable improvement as the basis set is refined, it is
clear that even the CVTZ basis, Tables A.18 and A.24, does not saturate the
Hilbert space completely. Table 11.12 displays the complete calculation with
the CVTZ basis. Relativistic effects are small in the water molecule, and

Table 11.11. Second order magnetic hyperfine shielding constants (ppm) for 17O
in water. Reprinted from [12, Table 1] with the permission of Elsevier.

Basis set σ
(2)
− σ

(2)
+ σ(2)

cc-pVDZ 295.62 -45.20 257.14
aug-cc-pVDZ 310.52 -30.65 284.83
cc-pVTZ 323.24 -36.74 294.01
aug-cc-pVTZ 332.60 -31.83 300.77
CVTZ 354.94 -31.91 323.03

Table 11.12. Magnetic hyperfine shielding constants (ppm) for 17O in water using
the CVTZ basis. (The water molecule lies in the xz-plane with the origin on the O
nucleus.) Reprinted from [12] with the permission of Elsevier.

σxx σyy σzz σ

σ(1) 3.54 11.73 8.52 7.93
σ

(2)
+ -12.11 -48.01 -35.60 -31.91
σ

(2)
− 335.94 354.70 354.18 354.94

Total 347.37 318.41 327.10 330.96

the results of our method should agree closely with nonrelativistic estimates
using basis sets of comparable quality. A large number of nonrelativistic cal-
culations are available for comparison with, say, our value σ=330.96. Thus
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Fukui et al. [44] obtained 295.8 using an SCF-CI method, 266.2 using a CHF
approach and 267.3 using SOS-CI methods [45]. Lamanna et al. [46] gave
324.8 using the EOM-RPA method, Lazzaretti et al. [47] found 327.1 using
the RPA and Chesnut and Foley gave 332.0 using a GIAO-FPT method [48].
Ruud et al. [24] went to great trouble to develop good nonrelativistic basis
sets and numerical techniques, and their results can be taken as representing
the state of the art at the time of writing. Their H II basis set consisted of H:
(5s1p) → (3s1p), O:(9s5p1d) → (5s4p1d); H III was H:(6s2p) → (4s2p), O:
(11s7p2d) → (7s6p2d); and H IV was H:(5s3p1d), O:(8s7p3d1f). They used
two methods: with IGLO, they obtained 297.1, 314.6 and 321.4 using H II to
H IV respectively, and using London orbitals, they got 328.2, 320.8 and 320.5
respectively.

Lee et al. [49] who made similar calculations using DFT noted that this
sort of calculation requires diffuse basis functions on all nuclei as well as a
good representation of the wavefunction near each nucleus, so that choosing
a good basis set needs a lot of care.

Table 11.13. Magnetic hyperfine shielding constants (ppm) for 15N in ammonia
using the CVTZ basis. (The ammonia molecule has the nitrogen nucleus at the origin
and two of its hydrogens in the xy-plane.) Reprinted from [12] with the permission
of Elsevier.

σxx σyy σzz σ

σ(1) -1.90 -1.90 -1.88 -1.89
σ

(2)
+ -34.08 -34.08 -61.44 -43.20
σ

(2)
− 313.66 313.66 314.65 313.99

Total: 277.68 277.68 251.33 268.90

11.6.2 NMR shielding constants for 15N in ammonia

Another example is provided by the magnetic hyperfine shielding tensor of 15N
in ammonia, for which results are presented in Table 11.13. The geometry is
the same as Table 11.4 and the calculation was done with the CVTZ basis
sets of Tables A.18 and A.21 for hydrogen and nitrogen respectively. The
value σ = 268.9 ppm is similar to the nonrelativistic results of 265.2 using
GIAO/FPT [48], 265.4 using the IGLO [27] and 244.1 using SOS-CI [45]. The
behaviour as the basis set is refined through a sequence of basis sets based
on the correlation consistent series of Dunning et al. [13, 14] shows much the
same behaviour as in the case of water.
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11.7 Molecules with high-Z constituents

The small number of calculations for molecules containing one or more high-
Z nuclei at the DHF level and beyond is evidence that such 4-component
calculations are not yet a matter of routine. Whilst the speed and memory of
modern computers are now sufficient to make such calculations feasible, and
the software is improving rapidly, there are only a limited number of state of
the art examples in which the motivation to use a fully relativistic formulation
has prevailed over other considerations.

Sandars [50] realized that the spin-rotational states of polar molecules
containing heavy elements, such as the diatomics YbF and TlF, present an
opportunity to detect the existence of an elementary or nuclear electric dipole
moment (edm) predicted by some particle physics theories. Although such
edm do not appear in the standard electroweak model of Glashow [51], Wein-
berg [52], and Salam [53], they appear in several particle physics theories [54]
which invoke PT-odd nuclear forces (violating both parity and time inversion
symmetries). Sandars suggested that the electronic structure of these polar
molecules would permit PT-induced admixtures of energetically similar spin-
rotational states of opposite parity. This would strongly amplify the PT-odd
signal which, in atoms, is proportional to a high power of the atomic number.

Here we focus on the atomic and molecular electronic structure calculations
required to make these estimates; an extensive discussion of the way in which
PT-odd interactions perturb atomic and molecular structures may be found
in, for example, [55] and its bibliography. The theories hypothesize effective
interactions of the form [55, Equation (1)]

Heff = −dσN · λ (11.7.1)

where σN is the nuclear spin operator, λ is a unit vector along the molecular
axis and d is a coupling constant that depends upon the edm under investiga-
tion: an intrinsic proton edm, a weak neutral current interaction or a nuclear
edm induced by PT-odd nuclear forces. The experiments aim to set limits
on the coupling constants d. Because the direct interaction is confined to the
nucleus, the calculation of PT-odd effects has much in common with the calcu-
lation of hyperfine interactions, and the basis sets employed must reflect both
the necessity for high-quality representation of the electron density around
the nucleus as well as the usual quantum chemical considerations relating to
molecular electronic structure.

More generally, the chemistry of compounds containing heavy elements is
of importance for its scientific, industrial, pharmaceutical, and environmental
applications. Attention has naturally focussed on actinides, and the molecule
UF6 has been studied using a number of relativistic approaches, for exam-
ple [56]. We consider the diatomics TlF and YbF at the DHF level below,
followed by UF6 using average of configuration DHF and CI methods.
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11.7.1 Electronic structure of TlF

The need for wavefunction accuracy in the neighbourhood of the nuclei implies
that more attention must be paid than is usual in quantum chemistry to the
basis functions with large exponents, whereas it is those with the smallest
exponents that are needed to represent the valence and subvalence electrons
involved in chemical bonding. The molecular orbitals involved in bonding
are rather insensitive to small inaccuracies in the representation of the inner
shells although this does affect the total energy. This means that the basis
set must give a balanced representation to both inner and outer shells. Thus
the physical problem necessarily uses large basis sets, making calculations
relatively expensive.

These issues were explored in depth by Quiney et al. [55]. The Tl nu-
cleus was modelled by a normalized spherically symmetric Gaussian charge
distribution, (5.4.4), with exponent

λ = 1.5× 1010 [ 0.529177249 /(0.836A1/3 + 0.57) ]2 (11.7.2)

where A is the nuclear mass number. For 205
81Tl this gives λ = 1.3888925203×

108 and a root-mean-square nuclear radius 1.0392×10−4 a0. The potential
energy of an electron (in atomic units) due to this nuclear distribution, (5.4.4),
can be expanded near the nucleus in a power series

V (r) = V0 + V1 r + V2 r
2 + . . . (11.7.3)

where
V0 = −2Z

√
λ/π, V1 = 0, V2 = −πV 3

0 /12Z2 + . . .

The model gives V0 = −1.0771 × 106Eh. More elaborate models will change
the numerical coefficients but we shall see that the predicted signals are
rather insensitive to these changes, and greater accuracy is not yet warranted.
Hyperfine and PT-odd parameters are sensitive to the amplitudes of large and
small components near the origin. The ratio of the leading power series coef-
ficients, (q0/p0)−1 for κ = −1 or (p0/q0)+1 for κ = +1, are given by (5.4.8)
and (5.4.9), and dominate the behaviour of the wavefunction for small values
of r. The values obtained from a GRASP DHF calculation, [55], were used
as as numerical standard: from (5.4.8)

(q0/p0)−1 =
ε+ V0

3c
= −2611.28 (11.7.4)

with l = 0 and ε→ ε1s = −3620.447145Eh, and

(p0/q0)+1 = −ε+ V0

3c
= +2709.20 (11.7.5)

with l = 1 and ε→ ε2p1/2 = −930.962616Eh. The large size of V0 makes these
ratios rather insensitive to the choice of ε.
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Table 11.14. Ratios p0/q0 for s-orbitals and q0/p0 for p1/2 orbitals for atomic Tl.
Reprinted with permission from [55, Table IV]. Copyright 1998 by the American
Physical Society.

GRASP Tlerg Tl4

s-states : p0/q0

1s -2611.14 -2603.56 -2614.94
2s -2617.40 -2609.92 -2620.65
3s -2618.43 -2611.02 -2621.02
4s -2618.68 -2611.14 -2618.42
5s -2618.74 -2611.54 -2616.96
6s -2618.75 -2611.67 -2616.99

p1/2-states : q0/p0

2p1/2 2708.66 2049.27 2706.72
3p1/2 2709.64 2050.17 2707.65
4p1/2 2709.87 2050.39 2708.01
5p1/2 2709.93 2050.47 2708.03
6p1/2 2710.10 2050.49 2708.01

A calculation for hydrogen-like Tl using an even-tempered radial basis set
with exponents

λi = αβi−1
N , i = 1, 2, . . . , N, (11.7.6)

and α = 0.04 and λN = 5×106 kept fixed, was first carried out to explore the
quality of the numerical wavefunction near the nucleus; this demonstrated
smooth convergence of (q0/p0)−1 and (p0/q0)+1 to the numerical values of
(11.7.4) and (11.7.5) as N increased [55, Figures 2,3]. A more extensive se-
ries of calculations were then carried out for atomic Tl using both energy-
optimized sets [57], Table A.28, and systematic sequences of even-tempered
functions, Table A.29. The total energy, the orbital eigenvalues, and the ra-
tios (q0/p0)−1 and (p0/q0)+1 were used to measure performance. The even-
tempered exponents of Table A.29 were taken from a single list defined as in
(11.7.6); the table shows the range of exponents selected for each l symmetry.
The energy-optimized exponents of Table A.28 from [57] used two such lists,
one for s, d symmetries, the other for p, f symmetries. The four smallest s and
p exponents given by [57] were replaced respectively by 6 and 7 even tempered
exponents respectively in order to get a better representation of the valence
region and polarization of the thallium atom. Table 11.15 suggests that there
is not a lot to choose between these basis sets if all one is interested is the to-
tal energy of the atom. However Table 11.14 shows that the energy-optimized
basis set Tlerg gives a relatively poor representation of the p1/2 states near the
origin; its p basis needs more large exponents to get a good value of q0/p0. The
even-tempered set, Tl4 seems to provide a better balance between the need
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Table 11.15. Comparison of orbital eigenvalues and total energy (Eh) for atomic
Tl. Reprinted with permission from [55, Table IV]. Copyright 1998 by the American
Physical Society.

GRASP Tlerg Tl4

1s -3164.17970314 -3164.17850776 -3164.17985686

2s -568.84401919 -568.84341313 -568.84386747
2p1/2 -544.94952340 -544.94817872 -544.94939410
2p3/2 -468.91691771 -468.91652351 -468.91678633

3s -138.36335938 -138.36283869 -138.36279618
3p1/2 -127.65241482 -127.65168577 -127.65192681
3p3/2 -110.52805013 -110.52756958 -110.52751715
3d3/2 -93.08378078 -93.08328155 -93.08269012
3d5/2 -89.45995059 -89.45953160 -89.45944846

4s -32.29256514 -32.29197689 -32.29176488
4p1/2 -27.64426692 -27.64362415 -27.64350982
4p3/2 -23.42745261 -23.42687563 -23.42668120
4d3/2 -15.84356055 -15.84299121 -15.84269412
4d5/2 -15.04648692 -15.04594324 -15.04578954

5s -5.61908482 -5.61848196 -5.61859189
4f5/2 -5.19080289 -5.19022259 -5.18981854
4f7/2 -5.01478763 -5.01424273 -5.01396312
5p1/2 -3.98513893 -3.98453012 -3.98468101
5p3/2 -3.21732684 -3.21675075 -3.21690403
5d3/2 -0.89449436 -0.89395643 -0.89409714
5d5/2 -0.80617261 -0.80568678 -0.80580900

6s -0.44919249 -0.44886131 -0.44905092
6p1/2 -0.21135573 -0.21105758 -0.21125532
6p3/2 -0.17654479 -0.17625310 -0.17644424

Etot -20274.85064428 -20274.83985165 -20274.83871260

for a good orbital representation near the origin along with enough flexibility
for a satisfactory representation of molecular bonding.

The electronic structure near the fluorine nucleus is essentially nonrela-
tivistic. Table A.25 lists exponents of a nonrelativistic 9s6p basis, augmented
by two d-type functions to accommodate polarization involved in the forma-
tion of molecular orbitals, optimized for the negative fluorine ion [55]. Table
11.16 compares results for the equilibrium bond length req, the harmonic force
constant k0 and frequency ν0 for the vibrational ground state of TlF 1Σ+ in
HF and DHF calculations using the same Tl3b basis set and the fluorine basis
of Table A.25 with experimental values taken from the compilation of Huber
and Herzberg [58]. A number of relativistic calculations were done with the
BERTHA and DIRAC [59] codes, giving virtually the same results at several



11.7 Molecules with high-Z constituents 617

Table 11.16. Comparison of HF and DHF estimates of equilibrium bond length
req, force constant k0 and harmonic vibrational frequency for the ground state, 1Σ+

of the thallium fluoride molecule. Reprinted with permisssion from [55, Table V]
Copyright 1998 by the American Physical Society.

req(
◦
A) k0(Nm−1) ν0(cm−1)

HF 2.085 265 509
DHF 2.092 227 470
Expt. [58] 2.084 233 477

internuclear separations surrounding the experimental bond length. Nonrela-
tivistic calculations with the same parameters were done using the DALTON
code [60] on which DIRAC is based. The spectroscopic constants were then
extracted from a quadratic fit to the molecular energy curve. The HF bond-
length agrees rather well with the experimental value; correlation tends to
stabilize the molecule so that both HF and DHF values are likely to decrease
when this is done. However, the shape of the DHF energy curve already gives
a rather better fit to the force constant and vibrational frequency.

These results were used to determine PT-odd parameters relevant to cur-
rent experiments [55], settting bounds on the size of the electric dipole moment
of the proton, the tensor coupling constant and the Schiff moment of the 205Tl
nucleus. A full discussion is outside the scope of this book.

11.7.2 Electronic structure of YbF

Similar calculations were performed for the 2Σ ground state of the YbF radical
in connection with the experimental search for a permanent dipole moment
of the electron predicted by theories that give rise to PT-odd effects. The
reasons for choosing YbF are similar to those of the previous section, the main
difference being that this molecule has one unpaired electron in the ground
state. The calculation closely resembles the calculation in TlF. The ytterbium
atom was modelled [12] with a 26s26p15d8f basis set shown in Table A.27.
The nonrelativistic 10s6p fluorine basis set of Table A.26 was taken from [61].

Table 11.17 compares the DHF eigenvalues and total energy of a BERTHA
calculation for the [Xe]4f146s2 Jπ = 0+ ground state of ytterbium obtained
with the basis set of Table A.27 with the finite difference GRASP [62] results,
whilst Table 11.18 makes a similar comparison for the [He]2s22p5 ground state
of fluorine, the GRASP results being taken from [63]. Table 11.19 lists the
molecular orbitals in a calculation of YbF using the N − 1 potential method.
This assumes that the unpaired outer electron does not perturb the YbF+

positive ion core and can be represented to a first approximation by the first
excited virtual state of the ion. The total energy of the YbF+ ion core in this
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Table 11.17. Comparison of orbital eigenvalues and total energy (Eh) for atomic
Yb. From [3, Table 10.3] with the author’s permission.

GRASP BERTHA

1s -2267.65237 -2267.67392

2s -388.89269 -388.91156
2p1/2 -370.05522 -370.07438
2p3/2 -331.48739 -331.50644

3s -89.70956 -89.72108
3p1/2 -81.42221 -81.43446
3p3/2 -73.09396 -73.10549
3d3/2 -59.19193 -59.20184
3d5/2 -57.39060 -57.40247

4s -18.67246 -18.67026
4p1/2 -15.27510 -15.27284
4p3/2 -13.37358 -13.37036
4d3/2 -7.77796 -7.77437
4d5/2 -7.42207 -7.41878

5s -2.43951 -2.42930
5p1/2 -1.41916 -1.40863
5p3/2 -1.18279 -1.17207
4f5/2 -0.53899 -0.52370
4f7/2 -0.48019 -0.46668

6s -0.19652 -0.19110

Etot -14067.67726 -14067.50185

DHF calculation was -14166.954285 Eh at an internuclear separation dY b−F

= 3.88 a0.
Whilst the eigenvalue pattern shows that the innermost MOs are purely

atomic, the most surprising feature that emerges is the strong overlap of the
subvalence Yb 4f and F 2p AOs. The role of the 4f electrons is strongly
influenced by relativity; in view of the high occupancy of the shell such hy-
bridization is likely to play an important role in the structure of compounds
containing lanthanide elements. This clearly needs further investigation.

The wavefunctions generated in this calculation have been used [64] also
to calculate hyperfine interaction constants for 171Yb both with and without
allowance for core polarization. Table 11.20 compares the result with other
calculations: Titov et al. [65] used relativistic effective core potentials (RECP)
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Table 11.18. Comparison of orbital eigenvalues and total energy (Eh) for atomic
F. From [3, Table 10.4] with the author’s permission.

GRASP BERTHA

1s -26.41175 -26.41192

2s -1.57598 -1.57477
2p1/2 -0.73133 -0.73004
2p3/2 -0.72866 -0.72742

Etot -99.50162 -99.49711

Table 11.19. Molecular orbital (MO) eigenvalues (Eh) for YbF. [3, Table 10.5]. The
highest occupied MO (*) is generated using the N − 1 potential method. From [3,
Table 10.5] with the author’s permission.

|m| Eigenvalue |m| Eigenvalue

1,2 1/2 -2267.88934 41,42 1/2 -8.01456
3,4 1/2 -389.13489 43,44 5/2 -7.66032
5,6 1/2 -370.29437 45,46 3/2 -7.65904
7,8 3/2 -331.73138 47,48 1/2 -7.65837

9,10 1/2 -331.73131 49,50 1/2 -2.66967
11,12 1/2 -89.94945 51,52 1/2 -1.66770
13,14 1/2 -81.66247 53,54 1/2 -1.56455
15,16 3/2 -73.33541 55,56 3/2 -1.42266
17,18 1/2 -73.33522 57,58 1/2 -1.39396
19,20 3/2 -59.43363 59,60 5/2 -0.77675
21,22 1/2 -59.43360 61,62 1/2 -0.77646
23,24 5/2 -57.63243 63,64 3/2 -0.77544
25,26 3/2 -57.63233 65,66 1/2 -0.72313
27,28 1/2 -57.63230 67,68 3/2 -0.71927
29,30 1/2 -26.32166 69,70 7/2 -0.71874
31,32 1/2 -18.90876 71,72 5/2 -0.71699
33,34 1/2 -15.51239 73,74 1/2 -0.67964
35,36 3/2 -13.61162 75,76 1/2 -0.67381
37,38 1/2 -13.61027 77,78 3/2 -0.67180
39,40 3/2 -8.01577 (*)79 1/2 -0.18322

and restricted active space self-consistent field theory (RASSSCF) and Ko-
zlov and Labzowsky [66] employed semi-empirical methods. The numerical
DHF+CP values are much closer than the others to the experimental values,
but A‖ is 173 Mhz too large and the anisotropy, A‖ − A⊥ = 180 Mhz, is 129
MHz too small. The partial wave decomposition of the hyperfine tensor by
atomic symmetry types of Table 11.21 shows that the magnitudes of A‖ and
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Table 11.20. Components, A‖ and A⊥ (Mhz), of the nuclear magnetic hyperfine
tensor of 171YbF [64, Table 2].

A‖ A⊥

RECP [65] 5049 4873
RASSSCF [65] 4975 4794
DHF [64] 5987 5883
DHF+CP [64] 7905 7805

Experiment [67] 7822 7513

A⊥ are dominated by (-1,-1) matrix elements, but the anisotropy is domi-
nated by the (1,1) contributions which are proportional to the density of p1/2
electrons near the 171Yb nucleus. The sensitivity of the p1/2 density to corre-
lation makes it necessary to go beyond first order core polarization to make
improvements.

Table 11.21. Decomposition, by atomic orbital symmetry, of the nuclear magnetic
hyperfine tensor comonents, A‖ and A⊥ (Mhz), of 171YbF [64, Table 2].

κ κ’ A‖ A⊥

-1 -1 5898 5898
1 1 51 -51
1 -2 17 8

-2 -2 13 26
2 2 3 -6
2 -3 2 1

-3 -3 2 6

11.7.3 DHF+CI study of uranium hexafluoride

The electronic structure of uranium hexafluoride, UF6, has been extensively
studied both experimentally and theoretically, largely because of its role in
uranium isotope enrichment. The calculation is a challenging task mainly be-
cause of the large number of open shell electrons that contribute to the phys-
ical and chemical properties of the molecule. The complexity of the atomic
structure is itself daunting. The ground state of the neutral atom has been
classified as [Rn]5f36d7s2 with Jπ = 6o, but the low-lying [Rn]5f36d27s con-
figuration is very close in energy and this should not be forgotten in any
attempt to model even the lowest states of the spectrum ab initio [68].
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Models of the electronic structure of UF6 have not attempted to scale
such heights. Boring et al. [69] started with nonrelativistic Xα calculations.
Koelling et al. [70] carried out Dirac-Slater calculations using the discrete
variational method (DVM). This calculation made it obvious that relativistic
methods were needed and Rosén [71] showed that the relativistic DS method
reproduced the experimental data better than nonrelativistic methods. Hay
et al. [72, 73] devised a relativistic effective core potential (RECP) scheme, in
which an essentially nonrelativistic approach incorporated the more important
Breit-Paul operators into the model.

The first ab initio four-component study of UF6 was performed by de
Jong and Nieuwpoort [56] using the MOLFDIR package. The first stage was
an average of configuration calculation, allowing for at most two open shell
structures. The Gaunt interaction was available as a perturbation. A full-
CI calculation on the open-shell states was used to project out the different
open-shell states, in a manner reminiscent of that used in atomic calculations.

The conflict between the desirability of a large basis to adequately repre-
sent the spectrum and the practical limits on basis set size set by the avail-
able hardware and software is particularly severe for UF6. The conflict is
partially resolved by using contracted basis sets, in which a smaller basis set
is constructed from linear combinations of primitive Gaussians with fixed co-
efficients. The coefficients are chosen to match the results of an uncontracted
atomic DHF calculation. A nonrelativistically optimized (24s18p14d12f) prim-
itive Gaussian basis for the uranium large components has been augmented
with some tight functions to improve the representation of the p basis as
well as diffuse functions to improve the representation of the d and f basis
functions in the valence region. The DHF eigenvalues [56, Table II] for an
average of configuration calculation for the atomic 5f36d7s2 manifold using
a contracted basis set given by (24s 21p 16d 13f) → (10s 13p 11d 8f) for the
large components and (21s 24p 21d 16f 13g) → (8s 17p 18d 11f 8g) for the small
components agree reasonably well with those from a comparable GRASP cal-
culation. However, as found in earlier calculations [68], whilst the basis set
results match the corresponding GRASP ones reasonably well, the low-lying
level spectrum is poorly reproduced [56, Table III].

MOLFDIR does not used kinetically matched basis sets for the small and
large components as advocated in this book, so that the small component
basis functions have to be constructed explicitly by applying the kinetic bal-
ance relation. Because the large component contracted basis has 42 members,
whilst the small component basis has 62 members, the Fock matrix has 20
spurious eigensolutions that are discarded after diagonalization. The remain-
ing physical eigenspinors are expected to be very similar to those obtained
using a matched G-spinor basis.

The closed shell ground state of the UF6 calculation assumed the double

group symmetry of O∗
h, at the experimental bond length dU−F = 1.999

o

A.
Figure 11.2 shows the HF and DHF MO eigenvalue spectrum. It is notable
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that the 9a1g Hartree-Fock highest occupied molecular orbital (HOMO) is
stabilized in the relativistic calculation because of the increased binding of its
large 6s component. In contrast, the 12 outermost MOs in the DHF calculation
are mainly linear combinations of F 2p with U 5f, 6d, and 7s orbitals. There
are considerable shifts in the electron population between the two calculations,
consistent with the usual dynamical contraction of the valence s, p1/2 orbitals
and the indirect expansion of orbitals with higher angular momentum. The
DHF model predicts a stronger U-F bond than the HF model and one that is
more ionic: the effective charge on U increases from 2.22 to 2.72 whilst that
on each F centre decreases from -0.37 to -0.45 [56, Table VI].

Table 11.22. Koopmans’ theorem estimates of photoelectron spectrum in UF6. The
predicted spectrum has been shifted by 3.14 eV to make the computed DHF+Gaunt
energies of the 12γ8u spinor agree with experiment [74]. (From [56, Table IX] with
permission.)

Spinor type Eigenvalue Experiment

O∗
h Oh (eV) (eV)

12γ8u 4t1u 14.14 14.14

10γ6u 4t1u 15.31
10γ6g 1t1g 15.31 15.30
11γ8g 15.37

9γ6g 3a1g 16.10
11γ8u 1t2u 16.36 16.20
3γ7u 16.39

10γ8u 3t1u 16.78 16.71
9γ6u 16.84

4γ7g 1t2g 17.50
10γ8g 17.53 17.36
9γ8g 2eg 18.02

The use of eigenvalues of molecular spinors to predict the photoelectron
spectrum of UF6 (Koopmans’ theorem) overestimates the level energies [56,
Table IX]; the DHF energy of the 12γ8u HOMO is predicted as 17.31 eV, re-
ducing to 17.28 eV when the Gaunt interaction is included as a perturbation,
whilst the first photoelectron peak is at 14.14 eV [74]. A shift of the eigen-
value DHF+Gaunt spectrum by the difference, 3.14 eV produces a reasonable
correspondence with experiment, shown in Table 11.22. Allowing for orbital
relaxation by calculating the difference in energy of the neutral UF6 and the
ion UF+

6 having a hole in the HOMO 12γ8u gives an ionization energy 16.6
eV, going some way to improve the agreement with experiment. de Jong and
Nieuwpoort examine several other features, including the equilibrium bond
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Fig. 11.2. Eigenvalues of molecular orbitals (Eh) for the UF6 molecule. HF and
DHF calculations were performed using Oh point group symmetry. The levels have
been classified in terms of single and double group representations respectively. The
nonrelativistic levels are split and shifted by relativity; the sloping lines indicate
these movements. (After [56] with permission.)

length, the 5f spectrum of the negative ion UF−
6 , the electron affinity, and

the atomization energy. The computed bond length, obtained in a 7-point fit,
was 1.995

◦
A for HF and 1.994

◦
A for DHF, compared with the observed value
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1.999 (±0.003)
◦
A. The electron affinity [56, Table XIII], predicted to be 8.9

eV by the HF method, reduces to 6.4 eV with the use of DHF, rising to 6.5 eV
when the Gaunt interaction is included, and falls to 5.3 eV when correlation
is added in CI calculations for both the neutral molecule and the negative ion
with single an double replacements. Experimental values quoted range from
4.9 eV to 8.1 eV, depending on the experiment.

Ab initio electronic structure calculations for molecules containing actinide
atoms are likely to pose a major challenge to theorists for some time to come.
Calculations on high-Z isolated atom spectra emphasize the importance of
correlation, and it is clear that much more work will be needed to make the
predictions more reliable.
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A

Frequently used formulae and data

A.1 Relativistic notation

Vectors in Minkowski space-time (xµ) := (x0, x1, x2, x3) ≡ (x0,x)
where x0 = ct, x = (x1, x2, x3)

Lorentz transformations1 (x′µ) → (xµ) = Λµ
νx

′ν + aµ

gµν = Λρ
µ gρσ Λ

σ
ν or g = ΛtgΛ

Metric tensor gµν = gµν = diag(1,−1,−1,−1)

Scalar products v · w = gµνv
µwν ≡ v0w0 − v.w

Invariant length x′ · x′ = x · x if and only if g = ΛtgΛ

Covectors (wµ) := gµνw
ν = (w0,−w)

Gradients (∂µ) :=
(
∂

∂xµ

)
=
(

1
c

∂

∂t
, ∇
)

(∂µ) :=
(
∂

∂xµ

)
=
(

1
c

∂

∂t
,−∇

)
∇ := (∂1, ∂2, ∂3)

d’Alembertian operator � := gµν∂µ∂ν

= (∂0)2 − (∂1)2 − (∂2)2 − (∂3)2

=
1
c2
∂2

∂t2
−∇2

Four-momentum operator pµ := (i∂µ) = (i∂0,−i∇)

1 Summation over repeated Lorentz (Greek) indices (0,1,2,3) or space (Latin) in-
dices (1,2,3) is to be understood unless the contrary is stated.
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Levi-Civita tensor in R3 εijk = εijk =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

+1 if

(
i j k

1 2 3

)
is even;

−1 if

(
i j k

1 2 3

)
is odd :

0 otherwise

Levi-Civita tensor in R4 εµνρσ = −εµνρσ =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

+1 if

(
µ ν ρ σ

1 2 3 4

)
is even;

−1 if

(
µ ν ρ σ

1 2 3 4

)
is odd :

0 otherwise

εµνρσεµ
′ν′ρ′σ′

= −det(gλλ′
), λ = µ, ν, ρ, σ; λ = µ′, ν′, ρ′, σ′.

εµνρσεµ
ν′ρ′σ′

= −det(gλλ′
), λ = ν, ρ, σ; λ = ν′, ρ′, σ′.

εµνρσεµν
ρ′σ′

= −2(gρρ′
gσσ′ − gρσ′

gσρ′
)

εµνρσεµνρ
σ′

= −6gσσ′

εµνρσεµνρσ = −24
εijkεilm = δjlδkm − δjmδkl

εijkεijl = 2δkl

εijkεijk = 6

A.2 Dirac matrices

Basic anti-commutation relation:

{γµ, γν} = 2gµν (A.2.1)

where γ0 is Hermitian, γi anti-Hermitian.

γ5 = γ5 = iγ0γ1γ2γ3 = iγ3γ2γ1γ0 (A.2.2)

= − i
4!
εµνρσγ

µγνγργσ = −iγ0γ1γ2γ3 (A.2.3)

γ5 = γ†
5, (γ5)2 = I4,

{
γ5, γµ

}
= 0. (A.2.4)

Connection with Dirac α and β matrices:

γ0 = β, γi = βαi, i = 1, 2, 3. (A.2.5)

σ matrices:

σµν =
i

2
[γµ, γν ] , Σi =

1
2
εijk σ

jk, i = 1, 2, 3. (A.2.6)
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γµγν = gµν − iσµν ,
[
γ5, σµν

]
= 0, γ5σµν =

i

2
εµνρσσρσ (A.2.7)

γ5γ0γi = Σ1, i = 1, 2, 3. (A.2.8)

Hermitian conjugates:

γ0γµγ0 = γµ†, γ0γ5γ0 = −γ5† = −γ5, (A.2.9)

γ0(γ5γµ)γ0 = (γ5γµ)†, γ0σµνγ0 = σµν† (A.2.10)

Charge conjugation:

CγµC
−1 = −γt

µ, Cγ5C
−1 = γt

5, (A.2.11)

CσµνC
−1 = −σt

µν , C(γ5γµ)C−1 = (γ5γµ)t. (A.2.12)

Pauli matrices:

σ1 =
(

0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
. (A.2.13)

σ =
(
σ1, σ2, σ3) . (A.2.14)

σiσj = δij + i εijkσ
k (A.2.15)

If a and b are vectors in R3 that commute with σ

(σ · a)(σ · b) = a · b + iσ · (a× b) (A.2.16)

Dirac representation:

β = γ0 = σ3 ⊗ I =
(
I 0
0 −I

)
, α = σ1 ⊗ σ =

(
0 σ
σ 0

)
, (A.2.17)

γ = βα = iσ2 ⊗ σ =
(

0 σ
−σ 0

)
(A.2.18)

γ5 = γ5 = σ1 ⊗ I =
(

0 I
I 0

)
, (A.2.19)

γ5γ0 = −iσ2 ⊗ I =
(

0 −I
I 0

)
, (A.2.20)

γ5γ = −σ3 ⊗ σ =
(
−σ 0

0 σ

)
, (A.2.21)

γ5γ0γ = Σ = I ⊗ σ =
(

σ 0
0 σ

)
(A.2.22)

σ0j = iσ1 ⊗ σj = iαj = i

(
0 σj

σj 0

)
, (A.2.23)
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σij = εijkI ⊗ σk = εijk

(
σk 0
0 σk

)
(A.2.24)

C = iγ2γ0 = −iσ1 ⊗ σ2 =
(

0 −iσ2

−iσ2 0

)
, (A.2.25)

Ct = C† = −C, CC† = C†C = I4, C2 = −I4 (A.2.26)

In this book, we use the Dirac representation throughout. However, there
are two other representations satisfying the defining anti-commutation rela-
tions that are sometimes used. They are related to the Dirac representation
by a similarity transformation:

γµ → γ′µ = Uγµ
DiracU

−1

Transformation to Majorana representation:

U = U† =
1√
2

(
I σ2

σ2 −I

)
Transformation to Chiral representation:

U =
1√
2
(1− γ5γ0) =

1√
2

(
I −I
I I

)
Useful identities:

γµa
µ γνa

ν = a · b− iσµνa
µbν (A.2.27)

γµγµ = 4, γµγνγµ = −2γν , γµγνγργµ = 4gνρ (A.2.28)

Traces:
tr I4 = 4, tr γµ = tr γ5 = 0 (A.2.29)

The trace of any product of an odd number of γµ matrices vanishes.

tr γµγν = 4gµν , tr σµν = tr γ5γµ = 0. (A.2.30)
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A.3 Special functions

General references [1], [2]

A.3.1 Spherical Bessel functions

Differential equation for spherical Bessel functions (w)

w′′ +
2
x
w′ +

[
1− l(l + 1)

x2

]
w = 0, l = 0,±1,±2, . . . (A.3.1)

where w′ := dw/dx etc. and x is real.

Differential equation for Riccati-Bessel functions (z = xw)

z′′ +
[
1− l(l + 1)

x2

]
z = 0, l = 0,±1,±2, . . . , (A.3.2)

Spherical Bessel functions of the first kind

jl(x) =
√
π

2x
Jl+1/2(x) ∼

xl

(2l + 1)!!
as x→ 0 (A.3.3)

Spherical Bessel functions of the second kind

yl(x) = (−1)l+1
√
π

2x
J−l−1/2(x) ∼ − (2l − 1)!!

xl+1 as x→ 0, (A.3.4)

where l = 0, 1, 2, , . . ..

Spherical Bessel functions of the third kind

h
(1)
l (x) = jl(x) + iyl(x) =

√
π

2x
H

(1)
l+1/2(x) (A.3.5)

h
(2)
l (x) = jl(x)− iyl(x) =

√
π

2x
H

(2)
l+1/2(x) (A.3.6)

Wronskians

Let W{u(x), v(x)} = u(x)v′(x)− u′(x)v(x). Then

W{jl(x), yl(x)} =
1
x2 , W{h(1)

l (x), h(2)
l (x)} = − 2i

x2 (A.3.7)
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Spherical Bessel functions of orders l = 0, 1, 2

j0(x) =
sinx
x
, y0(x) = −j−1(x) = −cosx

x

j1(x) =
sinx
x2 − cosx

x
y1(x) = j−2(x) = −cosx

x2 − sinx
x

j2(x) = sinx
(

3
x3 −

1
x

)
− cosx

3
x2

y2(x) = −j−3(x)

= − cosx
(

3
x3 −

1
x

)
− sinx

3
x2

Recurrence relations

ul(x) can be any one of jl(x), yl(x), h
(1)
l (x), h(2)

l (x), l = 0,±1.± 2, . . ..

ul−1(x) + ul+1(x) =
2l + 1
x

ul(x) (A.3.8)

lul−1(x)− (l + 1)ul+1(x) = (2l + 1)
d

dx
ul(x) (A.3.9)(

d

dx
+
l + 1
x

)
ul(x) = ul−1(x) (A.3.10)(

− d

dx
+
l

x

)
ul(x) = ul+1(x) (A.3.11)

Finite descending series

h
(1)
l (x) =

ei(x− 1
2 (l+1)π)

x

l∑
k=0

(l + k)!
k!(l − k)! (−2ix)−k (A.3.12)

h
(2)
l (x) =

e−i(x− 1
2 (l+1)π)

x

l∑
k=0

(l + k)!
k!(l − k)! (2ix)

−k (A.3.13)

A.3.2 Confluent hypergeometric functions

Kummer’s differential equation

z
d2w

dz2
+ (b− z)dw

dz
− aw = 0 (A.3.14)

This has a regular singularity at z = 0 and an irregular singularity at ∞.

Independent solutions
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M(a, b, z) = 1 +
az

b
+

(a)2
(b)2

z2

2!
+ . . .+

(a)n

(b)n

zn

n!
+ . . . (A.3.15)

where
(a)0 = 1, (a)n = (a+ n− 1)(a)n−1, n = 1, 2, 3, . . .

U(a, b, z) =
π

sinπb

{ M(a, b, z)
Γ (1 + a− b)Γ (b)

− z1−b M(1 + a− b, 2− b, z)
Γ (a)Γ (2− b)

}
(A.3.16)

U(a, b, z) is a many-valued function with principal branch given by −π <
arg z ≤ π. It is defined even when b→ ±n with integer n.

Whittaker’s differential equation

d2w

dz2
+
[
−1

4
+
κ

z
+

1
4 − µ2

z2

]
w = 0 (A.3.17)

where
κ =

1
2
b− a, µ =

1
2
b− 1

2
Independent solutions

Mκ,µ(z) = e−z/2zµ+1/2M

(
1
2

+ µ− κ, 1 + 2µ, z
)

(A.3.18)

Wκ,µ(z) = e−z/2zµ+1/2 U

(
1
2

+ µ− κ, 1 + 2µ, z
)

(A.3.19)

with −π < arg z ≤ π. From (A.3.16) it follows that

Wκ,µ(z) =
Γ (−2µ)

Γ (1/2− µ− κ)Mκ,µ(z) +
Γ (2µ)

Γ (1/2 + µ− κ)Mκ,−µ(z) (A.3.20)

A.3.3 Generalized Laguerre polynomials

Rodrigues’ formula

L(α)
n (x) =

exx−α

n!
dn

dxn

(
e−xxn+α

)
(A.3.21)

Differential equation

xy′′ + (α+ 1− x)y′ + ny = 0, y = L(α)
n (x) (A.3.22)

Generating function

∞∑
n=0

L(α)
n (x) tn = (1− t)−α−1 exp

(
tx

t− 1

)
, |t| < 1. (A.3.23)
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Recurrence relation

(n+ 1)L(α)
n+1(x) = (2n+ α+ 1− x)L(α)

n (x)− (n+ α)L(α)
n−1(x) (A.3.24)

L(α−1)
n (x) = L(α)

n (x)− L(α)
n−1(x) (A.3.25)

xL(α+1)
n (x) = (n+ α+ 1)L(α)

n (x)− (n+ 1)L(α)
n+1(x) (A.3.26)

Orthonormalization∫ ∞

0
L(α)

m (x)L(α)
n (x) e−xxα dx = δm,n

Γ (α+ n+ 1)
n!

, α > −1. (A.3.27)

Relation to confluent hypergeometric functions

L(α)
n (x) =

(
n+ α
n

)
M(−n, α+ 1, x) (A.3.28)

A.3.4 Hermite polynomials

Rodrigues’ formula

Hn(x) = (−1)nex2 dn

dxn
e−x2

, (A.3.29)

Differential equation

y′′ − 2xy′ + 2ny = 0, y = Hn(x) (A.3.30)

Generating function

∞∑
n=0

Hn(x)
tn

n!
= e2xt−t2 (A.3.31)

Recurrence relation

Hn+1(x) = 2xHn(x)− 2nHn−1(x) (A.3.32)

Orthonormalization∫ ∞

−∞
Hm(x )Hn(x) e−x2

dx = δm,n π
1/22n n! (A.3.33)
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A.3.5 Incomplete gamma functions

Definitions

γ(a, x) =
∫ x

0
e−tta−1 dt→ Γ (a) as x→∞ (A.3.34)

Γ (a, x) = Γ (a)− γ(a, x) =
∫ ∞

x

e−tta−1 dt (A.3.35)

Relation to confluent hypergeometric functions

γ(a, x) = a−1xae−xM(1, 1 + a, x)
= a−1xaM(1, 1 + a,−x),

= xae−x
∞∑

n=0

xn

(a)n+1
(A.3.36)

Series converges rapidly for 0 < x < a+ 1

Continued fraction

Γ (a, x) = e−xxa

(
1

x+ 1− a−
1.(1− a)
x+ 3− a−

2.(2− a)
x+ 5− a− . . .

)
. (A.3.37)

Continued fraction converges rapidly for x > a+ 1.

A.3.6 Incomplete beta functions

Definition

Ix(a, b) ≡ Bx(a, b)
B(a, b)

=
1

B(a, b)

∫ x

0
ta−1(1− t)b−1 dt (A.3.38)

where

B(a, b) =
Γ (a)Γ (b)
Γ (a+ b)

, 0 < x ≤ 1, , a > 0, b > 0.

Symmetry relation
Ix(a, b) = 1− I1−x(b, a) (A.3.39)

Continued fraction representation

Ix(a, b) =
xa(1− x)b

aB(a, b)

{
1

1+
d1
1+

d2
1+

. . .

}
(A.3.40)

where

d2m+1 = − (a+m)(a+ b+m)x
(a+ 2m)(a+ 2m+ 1)

, d2m =
m(b−m)x

(a+ 2m− 1)(a+ 2m)
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The continued fraction converges rapidly for x < (a+ 1)/(a+ b+ 2) taking at
most O(

√
max(a, b)) iterations. Use (A.3.40) to obtain an equivalent expres-

sion that also converges rapidly when x > (a+ 1)/(a+ b+ 2).

Recurrence relations

Ix(a, b) = xIx(a− 1, b) + (1− x)Ix(a, b− 1) (A.3.41)

(a+ b)Ix(a, b) = aIx(a+ 1, b) + bIx(a, b+ 1) (A.3.42)

A.3.7 Continued fraction evaluation

The general form of a continued fraction such as (A.3.37) or (A.3.40) is written

f(x) = b0 +
a1

b1+
a2

b2+
a3

b3+
. . . (A.3.43)

where the coefficients ai, bi can themselves be functions of x, usually linear
or quadratic monomials. Wallis’s algorithm evaluates f(x) as a sequence of
convergents fn = An/Bn in which all coefficients following an, bn are ignored.

Wallis’s recurrence:

A−1 = 1, B−1 = 0, A0 = b0, B0 = 1,
Aj = bjAj−1 + ajAj−2, Bj = bjBj−1 + ajBj−2 (A.3.44)

for j = 1, 2, . . . , n. This algorithm can generate very large or very small values
for the partial numerators and denominators Aj , Bj . See [1, §5.2] for modified
algorithms that can avoid these problems.

A.4 Central field Dirac spinors and their interactions

General references Chapter 3, Chapter 6.

A.4.1 Central field Dirac spinors

• Standard notation, 4-spinors

φ(x) =
1
r

(
P (r)χκm(θ, ϕ)
iQ(r)χ−κm(θ, ϕ)

)
(A.4.1)

• Parametric notation for Dirac 4-spinor components

Partition central field 4-spinors [4, Equation (5.2)], (A.4.1)), :

φγ,κ,m(x) =
(
ω+1M [+1; γ, κ, r]
ω−1M [−1; γ,−κ, r]

)
, (A.4.2)
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where

M [β; γ, βκ, r] =
1
r
Rγ,βκ(r)χβκ,m(θ, ϕ), β = ±1 (A.4.3)

are 2-spinors and

ωβ =

{
1 if β = +1,
i if β = −1,

Rγ,βκ(r) =

{
Pγ,κ(r) if β = +1,
Qγ,κ(r) if β = −1.

• Spin-angle 2-spinors

χκm(θ, ϕ) =
∑

σ

(l,m− σ, 1/2, σ | l, 1/2, j,m) Y m−σ
l (θ, ϕ)φσ (A.4.4)

• Spin-angle 2-spinors in detail

χ+|κ|m(θ, ϕ) =

⎛⎜⎜⎜⎝
−
(
j + 1−m

2j + 2

)1/2

Y
m−1/2
j+1/2 (θ, ϕ)(

j + 1 +m
2j + 2

)1/2

Y
m+1/2
j+1/2 (θ, ϕ)

⎞⎟⎟⎟⎠ (A.4.5)

χ−|κ|m(θ, ϕ) =

⎛⎜⎜⎜⎝
(
j +m

2j

)1/2

Y
m−1/2
j−1/2 (θ, ϕ)(

j −m
2j

)1/2

Y
m+1/2
j−1/2 (θ, ϕ)

⎞⎟⎟⎟⎠ (A.4.6)

• Spin-angle 2-spinors: compact form

χκm(θ, ϕ) =

(
−ηClm(−η)Y m−1/2

l (θ, ϕ)
Clm(η)Y m+1/2

l (θ, ϕ)

)
(A.4.7)

where [3, eq. (18)]

Clm(η) =
(
l + 1/2 + ηm

2l + 1

)1/2

.

• 2-spinor labels

j2χκm(θ, ϕ) = j(j + 1)�2χκm(θ, ϕ), j3χκm(θ, ϕ) = m�χκm(θ, ϕ)

l2χκm(θ, ϕ) = l(l + 1)�2χκm(θ, ϕ), l = j +
1
2

sgn κ

s2χκm(θ, ϕ) = s(s+ 1)�2χκm(θ, ϕ), s = 1/2

P χκm(θ, ϕ) = (−1)l χκm(π − θ, π + ϕ)

j = l + s
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• The operator K
Kχκm(θ, ϕ) = κχκm(θ, ϕ)

where
�2 (K + 1) = −2s · l = l2 + s2 − j2, (A.4.8)

The operator K distinguishes the two possible (2j + 1)-dimensional irre-
ducible representations formed in the Kronecker products D(l) × D(1/2)

with l = j + 1/2 or l = j − 1/2.
• The operator σr

σr = σ · x/r (A.4.9)

x/r = er = (sin θ cosϕ, sin θ sinϕ, cos θ)

σr = σ · er =
(

cos θ sin θe−iϕ

sin θe+iϕ − cos θ

)
σr χκm(θ, ϕ) = −χ−κm(θ, ϕ). (A.4.10)

[l, σr] = −i� x× σ

r
= − [s, σr] , [j, σr] = 0,

• The operator σ · p

σ · p = −i�σr

(
∂r +

K + 1
r

)
, (A.4.11)

σ · p F (r)
r
χκm(θ, ϕ) =

i�

r

(
dF

dr
+
κ

r
F

)
χ−κm(θ, ϕ) (A.4.12)

• Irreducible representations of SO(3)

The set
{χκm |m = −j, . . . , j}

spans the irreducible representation D(j) contained in the Clebsch-Gordon
series of D(l) ×D(1/2) with

l = j +
1
2
η, η = sgn κ, κ = (j + 1/2)η. (A.4.13)

• Orthonormality

(χκ′m′ |χκm) =
∫ ∫

χ†
κ′m′(θ, ϕ)χκm(θ, ϕ) sin θ dθ dϕ

= δκ′κ δm′m. (A.4.14)



A.4 Central field spinors 639

• Parity operator

Let P̂0 denote the parity operator: P̂0 f(x) → f(−x). Then the four-
component operator P̂ = βP̂0 operating on Dirac central-field four-spinors
(A.4.1) gives

P̂φ(x) = φ(−x) = (−1)lφ(x) (A.4.15)

where l = j + η/2.
• Time reversal operator

Time reversal refers to the mapping f(t,x) → f(−t,x). Define the antilin-
ear operator K̂ mapping a function f to its complex conjugate: K̂f = f∗,
and let T̂0 = −iσ2K̂.
– 2-spinor time reversal

T̂0
F (r)
r

χκm(θ, ϕ) = (−1)l−j+m K̂F (r)
r

χκ−m(θ, ϕ) (A.4.16)

– 4-spinor time reversal
This requires the four-component operator

T̂ = T̂0 ⊗ I2 =

(
T̂0 0
0 T̂0

)
. (A.4.17)

Table A.1. Dirac states in spherical coordinates

Spectroscopic label: s p p d d f f g . . .
κ: -1 +1 -2 +2 -3 +3 -4 +4 . . .
j: 1

2
1
2

3
2

3
2

5
2

5
2

7
2

7
2 . . .

l: 0 1 1 2 2 3 3 4 . . .
l 1 0 2 1 3 2 4 3 . . .

1. 4-spinors are labelled according to the value of κ for the upper 2-spinor
component.

2. l and l are the orbital values associated with the upper and lower
components respectively, so that if η = sgn κ then l − l = η.

A.4.2 Matrix elements of simple ITOs

• Wigner-Eckart theorem for 2-spinors
For simple ITOs of the form

Sk
q (r) = Vk(r)Ck

q (θ, ϕ). (A.4.18)
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we write the matrix elements as

〈 γlsjm |Sk
q | γ′l′s′j′m′ 〉 =

(
m k j′

j q m′

)
〈 γlsj‖Sk‖γ′l′s′j′ 〉 (A.4.19)

where s = s′ = 1/2 and Sk
q (r) = Vk(r)Ck

q (θ, ϕ)
• Reduced matrix elements

〈 γlsj ‖Sk‖ γ′l′s′j′ 〉 = 〈 j ‖Ck‖ j′ 〉(γl |Vk(r) | γ′l′) (A.4.20)

where

〈 j ‖Ck‖ j′ 〉 = (−1)j+1/2[ j, j′ ]1/2
(
j k j′

1/2 0 −1/2

)
. (A.4.21)

• Alternative form

〈 γlsjm |Sk
q | γ′l′s′j′m′ 〉 = dk(jm, j′m′) (γl |Vk(r) | γ′l′) (A.4.22)

where

dk(jm, j′m′) =
(
m k j′

j q m′

)
(−1)j+1/2[ j, j′ ]1/2

(
j k j′

1/2 0 −1/2

)
. (A.4.23)

Table A.2. Coefficients dk(jm, j′m′), equation (6.2.12), for j = 1
2 ,

3
2 ,

5
2 and j′ = 1

2 .
The numerical values are obtained by dividing the table entry by the common de-
nominator, Dk, at the head of each column.

k= 0 1 2 3
j j′ m m′ Dk = 1 3 5 7
1
2

1
2

1
2

1
2 1 -1

- 1
2

1
2

√
2

3
2

1
2

3
2

1
2 -

√
3 1

1
2

1
2

√
2 -
√

2
- 1
2

1
2 -1

√
3

- 3
2

1
2 0 -2

5
2

1
2

1
2

1
2

√
5 -1

3
2

1
2 -2

√
2

1
2

1
2

√
3
√

3
- 1
2

1
2 -

√
2 2

- 3
2

1
2 1 -

√
5
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• Closed subshell Coulomb coefficients
Direct interactions (6.6.13):

ak(jm, j′m′) = dk(j |m|, j |m|) dk(j′ |m′|, j′ |m′|) (A.4.24)

for k = 0, 2, . . . min (2j − 1, 2j′ − 1).

Exchange interactions ( 6.6.14):

bk(jm, j′m′) =
[
dk(jm, j′m′)

]2
(A.4.25)

for j, j′, k satisfying (A.4.27).

Closed shell exchange coefficients (6.6.12):

Γjkj′ = 2
(

1/2 k j′

j 0 1/2

)2

(A.4.26)

for j, j′, k satisfying (A.4.27).

• Selection rules and symmetry relations
The following selection rules apply to (A.4.20)–(A.4.25):

{ j k j′ } = 1, or j + j′ ≥ k ≥ |j − j′|, (A.4.27)

otherwise { j k j′ } = 0, and with l, j, κ and l′, j′, κ′ related by (A.4.13),
the parity projector Πe(κ, κ′, k) (which has been left implicit above) takes
the value 1 if

j + k + j′ is
{

even if η = −η′

odd if η = η′ (A.4.28)

and is zero otherwise. The Tables A.2, A.3, and A.4 have been shortened
by making use of the symmetry relations

dk(jm, j′m′) = (−1)m−m′
dk(jm′, j′m) (A.4.29)

= (−1)j+j′+k+1dk(j −m, j′ −m′)
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Table A.3. Coefficients dk(jm, j′m′), equation (6.2.12), for j = 3
2 ,

5
2 and j′ = 3

2 .
The numerical values are obtained by dividing the table entry by the common de-
nominator, Dk, at the head of each column.

k= 0 1 2 3 4
j j′ m m′ Dk = 1 15 35 35 21
3
2

3
2

3
2

3
2 1 -3 -7 3

1
2

3
2 -

√
6 7

√
2 -6

- 1
2

3
2 -7

√
2 3

√
10

- 3
2

3
2 -6

√
5

3
2

3
2

3
2

1
2 -

√
6 -7

√
2 6

1
2

1
2 1 -1 7 -9

- 1
2

1
2 2

√
2 0 6

√
3

- 3
2

1
2 -7

√
2 -3

√
10

5
2

3
2

5
2

3
2 -3

√
10

√
30

√
15 -1

3
2

3
2 6 -6 -6 2

1
2

3
2 -3 3

√
3 3

√
6 -

√
10

- 1
2

3
2 -2

√
3 -2

√
15 2

√
5

- 3
2

3
2 3

√
5 -

√
35

- 5
2

3
2 2

√
14

5
2

3
2

5
2

1
2 2

√
10 5

√
2 -

√
6

3
2

1
2 -3

√
6 -

√
2 -7

√
15

1
2

1
2 3

√
6 -

√
6 2

√
6 -2

√
6

- 1
2

1
2 -3

√
3 5 -

√
2

√
30

- 3
2

1
2 -4

√
2 -

√
10 -

√
30

- 5
2

1
2 5

√
3

√
21

A.4.3 Magnetic interactions

• Reduced matrix element with 2-spinors

Magnetic interactions involve the spin-dependent operator, (6.2.17),

X(1ν)k
q (r) = [σ ×Cν ]k, (A.4.30)

〈−λ‖X(1ν)k‖λ′ 〉 = Πo(κκ′k) 〈 j ‖Ck‖ j′ 〉Eν(−λ,+λ′, k) (A.4.31)

where λ = βκ, λ′ = βκ′ and 〈 j ‖Ck‖ j′ 〉 is given by (A.4.21).

• Selection rules

Because Πo(κκ′k) = 1−Πe(κκ′k)
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Table A.4. Coefficients dk(jm, j′m′), equation (6.2.12), for j = j′ = 5
2 . The nu-

merical values are obtained by dividing the table entry by the common denominator,
Dk, at the head of each column.

k= 0 1 2 3 4 5
j j′ m m′ Dk = 1 35 35 105 21 231
5
2

5
2

5
2

5
2 1 -5 -10 10 1 -5

3
2

5
2

√
10 2

√
30 -4

√
15 -2 5

√
6

1
2

5
2 -2

√
15 10

√
3 3 -5

√
21

- 1
2

5
2 -10

√
2 -

√
14 10

√
7

- 3
2

5
2

√
14 -15

√
14

- 5
2

5
2 30

√
7

5
2

5
2

5
2

3
2 -

√
10 -2

√
30 4

√
15 2 -5

√
6

3
2

3
2 1 -3 2 -14 -3 25

1
2

3
2 4 4

√
3 2

√
6

√
10 -10

√
15

- 1
2

3
2 -6

√
3 2

√
15 -

√
5 5

√
105

- 3
2

3
2 -8

√
15 0 -10

√
35

- 5
2

3
2

√
14 15

√
14

5
2

5
2

5
2

1
2 -2

√
15 10

√
3 3 -5

√
21

3
2

1
2 -4 -4

√
3 -2

√
6 -

√
10 10

√
15

1
2

1
2 1 -1 8 -8 2 -50

- 1
2

1
2 3

√
6 0 8

√
3 0 10

√
30

- 3
2

1
2 -6

√
3 -2

√
15 -

√
5 -5

√
105

- 5
2

1
2 10

√
2

√
14 10

√
14

{ j k j′ } = 1, or j + j′ ≥ k ≥ |k − k′| (A.4.32)

(cf. (A.4.27)) with l, j, κ and l′, j′, κ′ related by (A.4.13), and

j + k + j′ is
{

odd if η = −η′

even if η = η′ (A.4.33)

Eν(λ, λ′, k) coefficients

Ek−1(λ, λ′, k) =
k + λ− λ′

[k(2k − 1)]1/2 ,

Ek(λ, λ′, k) =
−λ− λ′

[k(k + 1)]1/2 , (A.4.34)

Ek+1(λ, λ′, k) =
−k − 1 + λ− λ′

[(k + 1)(2k + 3)]1/2 .
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Table A.5. Closed shell exchange coefficients ΓjAkjB , (6.6.12), for 1/2 ≤ j′ ≤ j ≤
7/2.

k = 0 1 2 3 4 5 6

j j′ = 1
2

1
2 1 1/3
3
2 1/3 1/5
5
2 1/5 1/7
7
2 1/7 1/9

j′ = 3
2

3
2 1/2 1/30 1/10 9/70
5
2 1/5 1/35 2/35 2/21
7
2 9/70 1/42 5/126 5/66

j′ = 5
2

5
2 1/3 1/105 8/105 8/315 2/63 50/693
7
2 1/7 1/105 1/21 5/231 5/231 25/469

j′ = 7
2

7
2 1/4 1/252 5/84 3/308 9/308 75/4004 25/1716

• 2-spinor interaction strengths for odd one-body operators

Let
T k = FνX(1ν)k

where Fν is either a multiplicative function of r or a simple differential
operator on functions of r. Then

〈γ,−λ ‖T k ‖ γ′, λ′〉 (A.4.35)

= −iβ 〈−λ‖X(1ν)k‖λ′ 〉
∫ ∞

0
R∗

γ,−λ(r) Fν Rγ′,λ′(r) dr.

A.4.4 Effective interaction strengths for two-body operators

• Coulomb interaction

Xk
C(abcd) = {ja, jc, k}{jb, jd, k}Πe(κaκck)Πe(κbκdk)

× (−1)k〈ja‖Ck‖jc〉〈jb‖Ck‖jd〉Rk
C(abcd) (A.4.36)

Coulomb Slater integrals

Rk
C(abcd) =

∑
β

∑
β′
Rk(λa, λ

′
b, λc, λ

′
d) (A.4.37)
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where, with λa = βκa, λ′
b = β′κb, λc = βκc and λ′

d = β′κd,

Rk(λa, λ
′
b, λc, λ

′
d)

=
∫ ∞

0

∫ ∞

0

[
R∗

γa,λa
(r)Rγc,λc(r)Uk(r, s)R∗

γb,λ′
b
(s)Rγd,λ′

d
(s)
]
drds.

In terms of Dirac overlap charge densities such as

ρac(r) =
∑

β

R∗
γa,λa

(r)Rγc,λc(r) = P ∗
a (r)Pc(r) +Q∗

a(r)Qc(r), (A.4.38)

we have

Rk
C(abcd) =

∫ ∞

0

∫ ∞

0
ρac(r)Uk(r, s) ρbd(s) drds. (A.4.39)

• Gaunt interaction

XG(abcd) =
∑

k

Xk
G(abcd) (A.4.40)

where

Xk
G(abcd) = −(−1)kΠo(κa, κc, k)Πo(κb, κd, k)

×
k+1∑

ν=k−1

∑
β,β′

〈−λa‖X(1ν)k‖λc 〉〈−λ′
b‖X(1ν)k‖λ′

d 〉

×Rν(−λa,−λ′
b, λc, λ

′
d) (A.4.41)

Odd parity overlap densities

ρo
ac(β; r) = R∗

γa,−λa
(r)Rγc,λc(r) =

{
Q∗

a(r)Pc(r) if β = +1,
P ∗

a (r)Qc(r) if β = −1,
(A.4.42)

Gaunt integrals

Rν(−λa,−λ′
b, λc, λ

′
d) =

∫ ∞

0

∫ ∞

0
ρo

ac(β; r)Uν(r, s) ρo
bd(β

′, s) drds.

(A.4.43)
• Møller interaction

XM (ω; abcd) = XM1(ω; abcd) +XM2(ω; abcd) (A.4.44)

XM1(ω; abcd) =
∞∑

k=0

Xk
M1(ω; abcd)Πe(κa, κc, k)Πe(κb, κd, k) (A.4.45)

where
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Xk
M1(ω; abcd) = (−1)k 〈ja‖Ck‖jc〉 〈jb‖Ck‖jd〉 Rk(ω; abcd)

XM2(ω; abcd) =
∞∑

k=0

k+1∑
ν=|k−1|

Xν,k
M2(ω; abcd)Πo(κa, κc, k)Πo(κb, κd, k)

(A.4.46)
where

Xν,k
M2(ω; abcd) = −(−1)k

∑
β,β′

〈−λa‖X(1ν)k‖λc 〉〈−λ′
b‖X(1ν)k‖λ′

d 〉

×Rν(ω;−λa,−λ′
b, λc, λ

′
d).

ω-dependent Slater integrals

Rk(ω; abcd) =
∫ ∞

0

∫ ∞

0
ρac(r) Uk(r, s;ω) ρbd(s); drds (A.4.47)

has the same component structure as (A.4.39), and

Rν(ω;−λa,−λ′
b, λc, λ

′
d) =

∫ ∞

0

∫ ∞

0
ρo

ac(β; r)Uν(r, s;ω) ρo
bd(β

′, s) drds.

(A.4.48)
is the frequency-dependent analogue of (A.4.43).

• Transverse photon interaction: Coulomb gauge

The full Coulomb gauge interaction is a sum of an instantaneous Coulomb
interaction with effective interaction strength given by (A.4.36) and the
transverse photon interaction:

XT (ω; abcd) =
∞∑

k=0

−(−1)k
∑
ββ′

×
{

k+1∑
ν=k−1

〈−λa‖X(1ν)k‖λc 〉〈−λ′
b‖X(1ν)k‖λ′

d 〉

× vνk R
ν(ω;−λa,−λ′

b, λc, λ
′
d)

+ wk

[
〈−λa‖X(1,k−1)k‖λc 〉〈−λ′

b‖X(1,k+1)k‖λ′
d 〉

× T k−1,k+1,k(ω;−λa,−λ′
b, λc, λ

′
d)

+ 〈−λa‖X(1,k+1)k‖λc 〉〈−λ′
b‖X(1,k−1)k‖λ′

d 〉

× T k−1,k+1,k(ω;−λ′
b,−λa, λ

′
d, λc)

]}
, (A.4.49)

where
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vkk = 1, vk−1,k = −(k + 1)/(2k + 1), vk+1,k = −k/(2k + 1),

wk = −[k(k + 1)(2k − 1)(2k + 3)]1/2/(2k + 1)2,

T k−1,k+1,k(ω;−λa,−λ′
b, λc, λ

′
d)

=
∫ ∞

0

∫ ∞

0
ρo

ac(β; r)Wk−1,k+1,k(r, s;ω) ρo
bd(β

′, s) drds. (A.4.50)

with

Wk−1,k+1,k(r, s;ω) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

−i ω
c

[ k ] jk−1(ωr/c) h
(1)
k+1(ωs/c)

+
[ k ]2c2

ω2

rk−1

sk+2 if r < s

−i ω
c

[ k ] h(1)
k+1(ωr/c) jk−1(ωs/c)

if r > s

(A.4.51)

with Wk+1,k−1,k(r, s;ω) = Wk−1,k+1,k(s, r;ω).

• Breit interaction: long wavelength approximation ω → 0.

XB(abcd) =
∞∑

k=0

(−1)k
∑
ββ′

(A.4.52)

×
{

k+1∑
ν=k−1

〈−λa‖X(1ν)k‖λc 〉〈−λ′
b‖X(1ν)k‖λ′

d 〉

× vνk R
ν(−λa,−λ′

b, λc, λ
′
d)

−2k + 1
2

wk

(
〈−λa‖X(1,k−1)k‖λc 〉〈−λ′

b‖X(1,k+1)k‖λ′
d 〉

×
[
Sk−1(−λa,−λ′

b, λc, λ
′
d)− Sk+1(−λa,−λ′

b, λc, λ
′
d)
]

+ 〈−λa‖X(1,k+1)k‖λc 〉〈−λ′
b‖X(1,k−1)k‖λ′

d 〉

×
[
Sk−1(−λ′

b,−λa, λ
′
d, λc)− Sk+1(−λ′

b,−λa, λ
′
d, λc)

] )}

“Half-range” Coulomb integrals

Sν(−λa,−λ′
b, λc, λ

′
d) = d

∫ ∞

0
ds ρo

bd(β
′; s)s−ν−1

∫ s

0
dr rν ρo

ac(β; r).

(A.4.53)
so that

Rν(−λa,−λ′
b, λc, λ

′
d) = Sν(−λa,−λ′

b, λc, λ
′
d) + Sν(−λ′

b,−λa, λ
′
d, λc)
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Table A.6. Nonrelativistic average pair energies for equivalent electrons [6].

.

ss F 0(s, s)
pp F 0(p, p) − 2

25F
2(p, p)

dd F 0(d, d) − 2
63F

2(d, d) − 2
63F

4(d, d)
ff F 0(f, f) − 4

195F
2(f, f) − 2

143F
4(f, f) − 100

5577F
6(f, f)

Table A.7. Nonrelativistic average pair energies for inequivalent electrons [6].

.

ss′ F 0(s, s′) − 1
2G

0(s, s′)
sp F 0(s, p) − 1

6G
1(s, p)

sd F 0(s, d) − 1
10G

2(s, d)
sf F 0(s, f) − 1

14G
3(s, f)

pp′ F 0(p, p′) − 1
6G

0(p, p′) − 1
15G

2(p, p′)
pd F 0(p, d) − 1

15G
1(p, d) − 3

70G
3(p, d)

pf F 0(p, f) − 3
70G

2(p, f) − 2
63G

4(p, f)

dd′ F 0(d, d′) − 1
10G

0(d, d′) − 1
35G

2(d, d′) − 1
35G

4(d, d′)
df F 0(d, f) − 3

70G
1(d, f) − 2

105G
3(d, f) − 5

231G
5(d, f)

ff ′ F 0(f, f ′) − 1
14G

0(f, f ′) − 2
105G

2(f, f ′) − 1
77G

4(f, f ′) − 50
3003G

6(f, f ′)
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Table A.8. Dirac average pair energies from (6.6.26) (after [5]). The spectroscopic
labels l and l̄ denote respectively states with j = l+1/2 and j = l− 1/2. Continued
in Table A.9.

Equivalent electrons
ss F 0(s, s)
p̄p̄ F 0(p̄, p̄)
pp F 0(p, p)− 1

15F
2(p, p)

d̄d̄ F 0(d̄d̄, )− 1
15F

2(d̄, d̄)
dd F 0(d, d)− 24

525F
2(d, d)− 10

525F
4(d, d)

f̄ f̄ F 0(f̄ , f̄)− 8
175F

2(f̄ , f̄)− 2
105F

4(f̄ , f̄)
ff F 0(f, f)− 5

147F
2(f, f)− 9

539F
4(f, f)− 25

3003F
6(f, f)

Inequivalent electrons
ss′ F 0(s, s′)− 1

2G
0(s, s′)

sp̄ F 0(s, p̄)− 1
6G

1(s, p̄)
sp F 0(s, p)− 1

6G
1(s, p)

sd̄ F 0(s, d̄)− 1
10G

2(s, d̄)
sd F 0(s, d)− 1

10G
2(s, d)

sf̄ F 0(s, f̄)− 1
14G

3(s, f̄)
sf F 0(s, f)− 1

14G
3(s, f)

p̄p̄′ F 0(p̄, p̄′)− 1
2G

0(p̄, p̄′)
p̄p F 0(p̄, p)− 1

10G
2(p̄, p)

p̄d̄ F 0(p̄, d̄)− 1
6G

1(p̄, d̄)
p̄d F 0(p̄, d)− 1

14G
3(p̄, d)

p̄f̄ F 0(p̄, f̄)− 1
10G

2(p̄, f̄)
p̄f F 0(p̄, f)− 1

18G
4(p̄, f)

pp′ F 0(p, p′)− 1
4G

0(p, p′)− 1
20G

2(p, p′)
pd̄ F 0(p, d̄)− 1

60G
1(p, d̄)− 9

140G
3(p, d̄)

pd F 0(p, d)− 1
10G

1(p, d)− 1
35G

3(p, d)
pf̄ F 0(p, f̄)− 1

70G
2(p, f̄)− 1

21G
4(p, f̄)

pf F 0(p, f)− 9
140G

2(p, f)− 5
252G

4(p, f)
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Table A.9. (Continuation of Table A.8.)

d̄d̄′ F 0(d̄, d̄′)− 1
4G

0(d̄, d̄′)− 1
20G

2(d̄, d̄′)
d̄d F 0(d̄, d)− 1

70G
2(d̄, d)− 1

21G
4(d̄, d)

d̄f̄ F 0(d̄, f̄)− 1
10G

1(d̄, f̄)− 1
35G

3(d̄, f̄)
d̄f F 0(d̄, f)− 1

84G
3(d̄, f)− 5

132G
5(d̄, f)

dd′ F 0(d, d′)− 1
6G

0(d, d′)− 4
105G

2(d, d′)− 1
63G

4(d̄, d′)
df̄ F 0(d, f̄)− 1

210G
1(d, f̄)− 4

315G
3(d, f̄)− 25

693G
5(d, f̄)

df F 0(d, f)− 1
14G

1(d, f)− 1
42G

3(d, f)− 5
462G

5(d, f)

f̄ f̄ ′ F 0(f̄ , f̄ ′)− 1
6G

0(f̄ , f̄ ′)− 4
105G

2(f̄ , f̄ ′)− 1
63G

4(f̄ , f̄ ′)
f̄f F 0(f̄ , f)− 1

210G
2(f̄ , f)− 5

462G
4(f̄ , f)− 25

858G
6(f̄ , f)

ff ′ F 0(f, f ′)− 1
8G

0(f, f ′)− 5
168G

2(f, f ′)− 9
616G

4(f, f ′) − 25
3432G

6(f, f ′)
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A.5 Open shells in jj-coupling

General reference Chapter 6.

Table A.10. States of jN in jj-coupling: j = 1/2, 3/2, 5/2, 7/2.

Configuration Q |MQ| ν J-values( 1
2

)0,
( 1

2

)2 1
2

1
2 0 0( 1

2

)1 0 0 1 1
2( 3

2

)0,
( 3

2

)4 1 1 0 0( 3
2

)1,
( 3

2

)3 1
2

1
2 1 3

2( 3
2

)2 1 0 0 0
0 0 2 2( 5

2

)0,
( 5

2

)6 3
2

3
2 0 0( 5

2

)1,
( 5

2

)5 1 1 1 5
2( 5

2

)2 or
( 5

2

)4 3
2

1
2 0 0

1
2

1
2 2 2,4( 5

2

)3 1 0 1 5
2

0 0 3 3
2 ,

9
2( 7

2

)0,
( 7

2

)8 2 2 0 0( 7
2

)1,
( 7

2

)7 3
2

3
2 1 7

2( 7
2

)2,
( 7

2

)6 2 1 0 0
1 1 2 2,4,6( 7

2

)3,
( 7

2

)5 3
2

1
2 1 7

2
1
2

1
2 3 3

2 ,
5
2 ,

9
2 ,

11
2 ,

15
2( 7

2

)4 2 0 0 0
1 0 2 2,4,6
0 0 4 2,4,5,8( 9

2

)0,
( 9

2

)10 5
2

5
2 0 0( 9

2

)1,
( 9

2

)9 2 2 1 9
2( 9

2

)2,
( 9

2

)8 5
2

3
2 0 0

3
2

3
2 2 2,4,6,8( 9

2

)3,
( 9

2

)7 2 1 1 9
2

1 1 3 3
2 ,

5
2 ,

7
2 ,

9
2 ,

11
2 ,

13
2 ,

15
2 ,

17
2 ,

21
2 ,( 9

2

)4,
( 9

2

)6 5
2

1
2 0 0

3
2

1
2 2 2,4,6,8

1
2

1
2 4 0,2,3,42,5,62,7,8,9,10,12( 9

2

)5 2 0 1 9
2

1 0 3 3
2 ,

5
2 ,

7
2 ,

9
2 ,

11
2 ,

13
2 ,

15
2 ,

17
2 ,

21
2

0 0 5 1
2 ,

5
2 ,

7
2 ,

9
2 ,

11
2 ,

13
2 ,

15
2 ,

17
2 ,

25
2
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Table A.11. Coefficients of fractional parentage for jN configurations, j = 3/2.
Values for N = 1, 2 from (6.8.39) and for N = 3 from [7]; values for N > 3 may be
obtained using Theorem 6.7.

N = 3

ν: 0 2
J : 0 2

ν J

1
3
2

1√
6

−
√

5√
6

Table A.12. Coefficients of fractional parentage for jN configurations, j = 5/2.
Values for N = 1, 2 from (6.8.39) and for N = 3, 4 from [7]; values for N > 4 may
be obtained using Theorem 6.7

N = 3

ν: 0 2 2
J : 0 2 4

ν J

1
5
2
−
√

2
3

√
5

3
√

2
1√
2

3
3
2

−
√

5√
7

√
2√
7

3
9
2

√
3√
14

−
√

11√
14

N = 4

ν 1 3 3
J 5

2
3
2

9
2

ν J
0 0 1

2 2 −1
2

√
3√
7

3
2
√

7

2 4 −1
2
−
√

2√
21

−
√

55
2
√

21
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Table A.13. Coefficients of fractional parentage for jN configurations, j = 7/2.
Values for N = 1, 2 from (6.8.39) and for N = 3, 4 from [7], with corrections; values
for N > 4 may be obtained using Theorem 6.7

N = 3

ν: 0 2
J : 0 2 4 6

ν J

1
7
2

1
2
−
√

5
6

-
1
2

−
√

13
6

3
3
2

√
3√
14

−
√

11√
14

3
5
2

√
11

3
√

2

√
2√
33

−
√

65
3
√

22

3
9
2

√
13

3
√

14
−5

√
2√

77
7

3
√

22

3
11
2

−
√

5
3
√

2

√
13√
66

2
√

13
3
√

11

3
15
2

√
5√
22

−
√

17√
22

N = 4

ν 1 3
J 7

2
3
2

5
2

9
2

11
2

15
2

ν J
0 0 1

2 2
1√
3

3
2
√

35
−
√

11
2
√

10
−
√

13
2
√

42
−1

2

2 4
1√
3
−
√

11
2
√

21
− 1√

66
5
√

5√
462

√
13

2
√

33

√
5√
33

2 6
1√
3

√
5

2
√

22
− 7

√
5

2
√

858

√
2√
11

−
√

51√
143

4 2 −
√

11√
35

− 1
2
√

10
− 3

√
39

2
√

154
1√
11

4 4
√

13
2
√

105

√
13√
30

√
3√

182

√
5

2
√

3
− 2√

139

4 5
3

2
√

5
− 7

2
√

110
− 3

√
3

2
√

22

√
65

2
√

77

√
17√
77

4 8
2
√

5√
143

3
√

2√
77

√
57√
91
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Table A.14. States of lN in LS-coupling: l = 0, 1, 2

Configuration ν Terms

s 1 2S
s2 0 1S

p, p5 1 2P
p2, p4 0 1S

2 3P , 1D
p3 1 2P

3 4S, 2D

d, d9 1 2D
d2, d8 0 1S

2 3F , 3P , 1G, 1D
d3, d7 1 2D

3 4F , 4P , 2H, 2G, 2F , 2P
d4, d6 0 1S

2 3F , 3P , 1G, 1D
4 5D, 3H, 3G, 3F , 3D, 3P , 1I, 1G, 1F , 1D, 1S

d5 1 2D
3 4F , 4P , 2H, 2G, 2F , 2D, 2P
5 6S, 4G, 4D, 2I, 2G, 2F , 2D, 2S

A.6 Exponents for atomic and molecular G-spinors

Experience with relativistic calculations using G-spinors indicates that expo-
nent sets derived from nonrelativistic collections are a good starting point.
Table A.15 shows even-tempered exponents for a range of atoms follow-
ing Quiney and Belanzoni [8, Table II]. and a nonrelativistic tabulation of
Clementi [9]. The sequence of exponents, λn, has a length Nl corresponding
to the usual orbital angular momentum quantum number, the same for both
values j = l ± 1/2, so that

λn = αβn−1, n = 1, 2, . . . , Nl.

When β.1, the value of λ1 = α determines the most extended orbital that
can be represented. The smaller its value, the larger the effective radius. Con-
versely, the value of λNl

fixes the most contracted orbital, which is needed to
represent the behaviour in the neighbourhood of the nucleus.
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Table A.15. Even-tempered exponent parameters for selected atoms. Reprinted
with permission from [8]. Copyright 2002, American Institute of Physics. See text
for explanation.

Element α β Ns Np Nd Nf

He 0.048 506 70 2.147 745 20 20
Be 0.020 310 60 2.089 324 30 23
Ne 0.114 853 50 2.131 648 10 23 16
Mg 0.012 158 50 2.121 836 20 26 20
Ar 0.026 350 40 2.086 752 00 26 21
Ca 0.016 465 70 2.014 656 50 29 22
Zn 0.027 543 20 1.980 743 20 30 24 19
Kr 0.029 604 30 2.019 604 30 31 24 19
Sr 0.014 019 40 1.995 839 60 33 25 21
Pd 0.017 625 00 1.976 728 50 32 26 21
Cd 0.013 471 50 1.979 900 20 33 26 22
Xe 0.014 301 30 1.977 844 50 35 27 22
Ba 0.005 003 92 1.977 648 20 33 28 33
Yb 0.013 127 70 1.976 443 60 32 26 22 18
Hg 0.021 778 60 1.980 451 90 32 26 22 21
Rn 0.024 292 20 1.972 942 40 33 27 22 19
Ra 0.024 292 20 1.972 942 40 33 27 22 19

Table A.16. Basis set exponents for selected first and second row atoms. Reprinted
with permission from [10, Appendix D].

n Hydrogen Carbon Nitrogen Oxygen

s-type
1 82.6364 1267.1800 678.7187 1869.1275
2 12.4096 190.6040 102.2656 281.6302
3 2.8239 43.2477 22.9066 64.2526
4 0.7977 11.9649 6.0164 18.1915
5 0.2581 3.6631 0.8396 5.8769
6 0.0899 0.5392 0.2585 0.5685
7 0.1671

p-type
1 4645.6 1280.17 7394.
2 2.0066 1.2613 3.8633
3 0.5469 0.2916 1.0486
4 0.1520 0.2761
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Table A.17. Hydrogen basis sets. Exponents in parentheses are included in cc-aug-
pVDZ and cc-aug-pVTZ sets.

cc-pVDZ cc-pVTZ

n s p n s p d

1 1.301 ( 1) 7.27 (-1) 1 3.387 ( 1) 1.407 ( 0) 1.057 ( 0)
2 1.962 ( 0) {1.41 (-1)} 2 5.095 ( 0) 3.880 (-1) {2.470 (-1)}
3 4.446 (-1) 3 1.159 ( 0) {1.020 (-1)}
4 1.220 (-1) 4 3.258 (-1)
5 {2.974 (-2) 5 1.027 (-1)
6 6 {2.526 (-2)}

The value of Nl is therefore slightly larger than the value needed for non-
relativistic calculations. See also [11] for similar methods of construction.
Many other sets of basis functions for relativistic calculations with G-spinors
have been proposed: a recent tabulation by Koga et al. [12] covers the atoms
from H to Xe.

Table A.16 shows basis sets used for the examples of orbital classification
in §11.1. The remaining tables display correlation consistent uncontracted
basis sets of Dunning et al. [13, 14]. Exponents are entered as floating point
numbers a.b (c) ≡ a.b 10c. Entries in paranthess are required for the augmented
sets.

Table A.18. Hydrogen CVTZ basis set.

n s p

1 8.2636374 ( 1) 2.747748344 ( 0)
2 1.2409558 ( 1) 1.248976520 ( 0)
3 2.8238540 ( 0) 5.677166000 (-1)
4 7.9767000 (-1) 2.580530000 (-1)
5 2.5805300 (-1) 1.172968182 (-1)
6 8.9891000 (-2) 5.331673554 (-2)
7 2.423487979 (-2)
8 1.101585445 (-2)
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Table A.19. Nitrogen cc-pVDZ basis set. Exponents in parentheses are included
in the cc-aug-pVTZ basis set.

n s p d

1 9.046 ( 3) 1.355 ( 1) 8.170 (-1)
2 1.357 ( 3) 2.917 ( 0) {2.300 (-1)}
3 3.093 ( 2) 7.973 (-1)
4 8.773 ( 1) 2.185 (-1)
5 2.856 ( 1) {5.611 (-2)}
6 1.021 ( 1)
7 3.838 ( 0)
8 7.466 (-1)
9 2.248 (-1)
10 {6.124 (-2)}

Table A.20. Nitrogen cc-pVTZ basis set. Exponents in parentheses are included in
the cc-aug-pVTZ basis set.

n s p d f

1 1.142 ( 4) 2.663 ( 1) 1.654 ( 0) 1.093 ( 0)
2 1.712 ( 3) 5.948 ( 0) 4.690 (-1)} {3.640 (-1)}
3 3.893 ( 2) 1.742 ( 0) {1.510 (-1)}
4 1.100 ( 2) 5.550 (-1)
5 3.557 ( 1) 1.725 (-1)
6 1.254 ( 1) {4.910 (-2)}
7 4.644 ( 0)
8 1.293 ( 0)
9 5.118 (-1)
10 1.787 (-1)
11 {5.760 (-2)}
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Table A.21. Nitrogen CVTZ basis set.

n s p d

1 1.5882557 ( 4) 4.7926322 ( 3) 6.045046357 ( 0)
2 7.2193440 ( 3) 2.0837531 ( 3) 2.418018543 ( 0)
3 3.2815200 ( 3) 9.0597964 ( 2) 9.672074171 (-1)
4 1.4916000 ( 3) 3.9390419 ( 2) 3.868829668 (-1)
5 6.7871873 ( 2) 1.7126269 ( 2) 1.547531867 (-1)
6 1.0226555 ( 2) 7.4462040 ( 1) 6.190127470 (-2)
7 2.2906555 ( 1) 3.2374800 ( 1) 2.476050988 (-3)
8 6.0164040 ( 0) 1.4076000 ( 1) 9.904203951 (-3)
9 8.3954400 (-1) 6.1279700 ( 0)
10 2.5853300 (-1) 1.2613100 ( 0)
11 2.5853300 (-2) 2.9159000 (-1)
12 2.9159000 (-2)

Table A.22. Oxygen cc-pVDZ basis set. Exponents in parentheses are included in
the cc-aug-pVDZ basis set.

n s p d

1 1.172 ( 4) 1.770 ( 1) 1.185 ( 0)
2 1.759 ( 3) 3.854 ( 0) {3.320 (-1)}
3 4.008 ( 2) 1.046 ( 0)
4 1.137 ( 2) 2.753 (-1)
5 3.703 ( 1) {6.856 (-2)}
6 1.327 ( 1)
7 5.025 ( 0)
8 1.013 ( 0)
9 3.023 (-1)
10 {7.896 (-2)}

Table A.23. Oxygen cc-pVTZ basis set. Exponents in parentheses are included in
the cc-aug-pVTZ basis set.

n s p d f

1 1.533 ( 4) 3.446 ( 1) 2.314 (0) 1.428 ( 0)
2 2.299 ( 3) 7.749 ( 0) 6.450 (-1)} {5.000 (-1)}
3 5.224 ( 2) 2.280 ( 0) {2.140 (-1)}
4 1.473 ( 2) 7.156 (-1)
5 4.755 ( 1) 2.140 (-1)
6 1.676 ( 1) {5.974 (-2)}
7 6.207 ( 0)
8 1.752 ( 0)
9 6.882 (-1)
10 2.384 (-1)
11 {7.376 (-2)}



Table A.24. Oxygen CVTZ basis set.

n s p d

1 7.81654 ( 3) 3.51832 ( 1) 6.045046357 ( 0)
2 1.17582 ( 3) 7.90400 ( 0) 2.418018543 ( 0)
3 2.73188 ( 2) 2.30510 ( 0) 9.672074171 (-1)
4 8.11696 ( 1) 7.17100 (-1) 3.868829668 (-1)
5 2.71836 ( 1) 2.13700 (-1) 1.547531867 (-1)
6 9.53220 ( 0) 2.80000 ( -2) 6.190127470 (-2)
7 3.41360 ( 0) 2.476050988 (-3)
8 9.39800 (-1) 9.904203951 (-3)
9 2.84600 (-1)
10 3.20000 (-2)

Table A.25. Fluorine 9s6p2d basis set. The 9s6p exponents are optimized for F−

and the basis set is intended for use in molecules with ionic character. Reprinted
with permission from [15, Table 4]. Copyright by the American Physical Society.

n s p d

1 1.38746194 (04) 6.30771751 (01) 2.0
2 2.08183460 (03) 1.44880120 (01) 0.8
3 4.74024179 (02) 4.38060140 (00)
4 1.34275303 (02) 1.45214460 (00)
5 4.37173394 (01) 4.61546462 (-01)
6 1.57374155 (01) 1.26211456 (-01)
7 6.04514678 (00)
8 1.24305124 (00)
9 3.39833174 (-01)
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Table A.26. Fluorine 10s6p basis set. Reprinted from [16, Table 9.38.1] with per-
mission from Elsevier.

n s p

1 2.2451911 (04) 8.1849600 (01)
2 3.3661439 (03) 1.8934810 (01)
3 7.6743400 (02) 5.7716470 (00)
4 2.1736371 (02) 1.9765800 (00)
5 7.0048413 (01) 5.7872800 (-1)
6 2.4434934 (01) 2.1942700 (-1)
7 8.9649720 (00)
8 2.9337530 (00)
9 1.0398900 (00)

10 3.3318300 (-1)

Table A.27. Ytterbium relativistic 26s26p15d8f basis set. [17, Table I]

.

s p d f

1 1.5502155 (09) 1.2084686 (09) 3.9505578 (04) 2.2161936 (02)
2 6.2008625 (08) 4.8838743 (08) 1.5802231 (04) 7.6124071 (01)
3 2.4803450 (08) 1.9335497 (08) 6.3208925 (03) 3.1514318 (01)
4 9.9213800 (07) 7.7341989 (07) 2.5283570 (03) 1.4116035 (01)
5 3.9685520 (07) 3.0936796 (07) 7.6510381 (02) 6.4142517 (00)
6 1.5874209 (07) 1.2374718 (07) 2.9800187 (02) 2.8266169 (00)
7 2.3969203 (06) 4.9498873 (06) 1.3094908 (02) 1.1602936 (00)
8 5.5019050 (05) 1.9799549 (06) 6.1619422 (01) 4.1555735 (-1)
9 1.5713627 (05) 7.9198197 (05) 3.0071721 (01)
10 5.1667659 (04) 3.1679279 (05) 1.4854616 (01)
11 1.8782754 (04) 1.2671711 (05) 7.1662380 (00)
12 7.3707771 (03) 5.0686846 (04) 3.3124755 (00)
13 3.0714682 (03) 1.1956152 (04) 1.3811515 (00)
14 1.3425378 (03) 3.8715950 (03) 5.5246060 (-1)
15 6.0767024 (02) 1.4763972 (03) 2.2098424 (-1)
16 2.7407132 (02) 6.2436731 (02)
17 1.3358444 (02) 2.8307777 (02)
18 6.4927758 (01) 1.3479853 (02)
19 2.7274950 (01) 6.6072455 (01)
20 1.4266406 (01) 3.2389585 (01)
21 5.8267845 (00) 1.6283456 (01)
22 2.8109416 (00) 7.5266633 (00)
23 7.6402874 (-1) 3.5062020 (00)
24 3.3868438 (-1) 1.4060090 (00)
25 5.4530520 (-2) 6.0477513 (-1)
26 2.2782330 (-2) 2.3518564 (-1)
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Table A.28. Thallium Tlerg: relativistic dual-family 25s24p16d10f basis set.
Reprinted with permission from [15, Table III]. Copyright 1998 by the American
Physical Society.

λ " λ "

50980195.85 s 18626562.61 p
11526467.50 s 3444971.589 p
3216581.844 s 800643.0337 p
984796.7808 s 215991.5182 p
326098.2911 s 65027.98447 p
114874.8526 s 21519.26032 p
42723.84963 s 7794.177919 p
16646.46727 s,d 3071.601225 p
6760.138769 s,d 1302.202583 p
2850.823938 s,d 585.0229722 p,f
1244.074062 s,d 274.7617212 p,f
558.4243869 s,d 133.3031257 p,f
256.5126586 s,d 64.77261541 p,f
122.9648384 s,d 32.73408726 p,f
60.83529156 s,d 16.41196338 p,f
30.79272153 s,d 8.065415659 p,f
15.31250874 s,d 3.882289818 p,f
7.516325476 s,d 1.866490000 p.f
3.622059784 s,d 0.897349000 p,f
1.741370000 s,d 0.431418000 p
0.837199000 s,d 0.207412000 p
0.402500000 s,d 0.099717500 p
0.193509000 s,d 0.047941100 p
0.093033400 s 0.023048600 p
0.044727600 s

Table A.29. Even-tempered basis sets for Tl. The fourth column lists for each
symmetry (in the order s, p, d, . . .) the ranges (n1 : n2) taken by the index i in
(11.7.6). The fixed values α = 0.02 and λN = 5.0 × 108 for all N ensure a good
description of both core and valence regions. Reprinted with permission from [15,
Table II]. Copyright 1998 by the American Physical Society.

βN Dimension Ranges

Tl1 2.606 25s 25p 12d 8f (1:25) (2:26) (13:24) (15:22)
Tl2 2.352 28s 28p 14d 8f (1:28) (2:29) (14:27) (17:24)
Tl3a 2.165 31s 31p 15d 8f (1:31) (2:32) (16:30) (19:26)
Tl3b 2.165 31s 31p 15d 8f 3g (1:31) (2:32) (16:30) (19:26) (23:25)
Tl4 2.022 34s 34p 16d 8f (1:34) (2:35) (17:32) (21:29)
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A.7 Software for relativistic molecular calculations

We give brief details of some software for relativistic four-component molec-
ular calculations available mid-2004. All systems comprise a DHF module,
one or more modules for treating correlation, modules to calculate properties
and various utilities. The theoretical machinery and computational machin-
ery of BERTHA is built on the G-spinor formalism of Chapter 10. The other
packages assume each spinor component is a linear combination of Cartesian
Gaussian functions. Group theoretical properties similar to those of G-spinors
have to be built in subsequently. This means that the codes are very different
at the lowest level, and their computational costs may be very different.

A.7.1 BERTHA

• Hamiltonians: Dirac-Coulomb, Dirac-Coulomb-Breit, Lévy-Leblond (non-
relativistic limit).

• Primitive basis functions: G-spinors – §10.6
• Nuclear models: Point charge or simple Gaussian built in.
• Integral evaluation:

– One-centre (atomic) – §10.2:
– Multi-centre (molecular) – §10.9

• Fock matrix construction:
– Conventional – §10.10.
– Using E and B fields – §10.11

• Economization strategies: §10.13
• Relativistic Density Functional Theory: §10.12
• Correlation: MP2

A.7.2 DIRAC

This description is based on Dirac Version 3.2, released 6 October 2000.
Codes, manuals, etc. on-line: http://dirac.chem.sdu.dk/

• Hamiltonians: Dirac-Coulomb (default), Lévy-Leblond (non-relativistic
limit), Dyall [18] spin-free Hamiltonian, ZORA [19].

• Primitive basis functions: CGTF, contracted and uncontracted. Small
component basis set, derived using kinetic balance, need not have same
dimension as large component basis set.

• Nuclear models: Point charge or simple Gaussian.
• DHF module: Direct SCF method

– Closed shell; average of configuration open shell.
– Point group symmetry: D2h and subgroups.
– Economization: screening scheme; time-reversal imposed using quater-

nion algebra.
– Population analysis.
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– 1st order properties (dipole moment, electric field gradient, . . . ); 2nd
order properties (polarizabilities, NMR parameters, . . . )

• Correlation: Modules for MP2 energy; CCSD/CCSD(T) and CI (from
MOLFDIR).

• Geometry optimization

A.7.3 MOLFDIR

This description is based on [20, 21, 22].
See http://theochem.chem.rug.nl/∼broer/Molfdir/Molfdir.html

• Hamiltonians: Dirac-Coulomb -(Gaunt/Breit).
• Basis sets [20]: Kinetic balance (unmatched large and small component

sets); atomic balance.

Components Type Usage

1 Primitive CGTF Low-level integral
evaluation.

1 General contracted 2-electron integral
CGTF evaluation/storage

4 Non-symmetry-adapted Fock matrix
construction and
storage of SCF vectors

4 Symmetry-adapted Storage of 1-electron
matrix elements and
density matrices

• Nuclear models: 0 - Point charge; 1 - homogeneous sphere; 2- Fermi
2-parameter; 3- simple Gaussian.

• MOLFDIR modules:
– MOLFDIR generates double group symmetry adapted basis functions
– RELONEL, RELTWEL generate 1- and 2-electron integrals.
– MFDSCF solves closed-shell and open-shell average-of-configuration

equations, including Gaunt interaction if requested.
• Correlation:

– Full CI (small spinor basis sets).
– RASCI using direct method.
– CCSD-T +T(T) coupled cluster calculations.

• Analysis
– Electron density visualization, Mulliken population analysis.
– Molecular properties
– Linear response properties: RPA method
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B

Supplementary mathematics

B.1 Linear operators on Hilbert space

General references [1], [2], [3], [4]

B.1.1 Hilbert spaces

This appendix summarizes Hilbert space notions needed to work with Dirac
operators in atomic and molecular physics and used in Chapters 3 and 5. Full
details will be found in the general references above.

Elements

A Hilbert SpaceH is a complete linear vector space with elements here denoted
{u, v, . . .}. Any pair of vectors, u, v ∈ H has an inner product (u, v) = (v, u)∗

that is anti-linear in u and linear in v, where the asterisk denotes complex
conjugation. Thus if a is any complex number, (u, av) = a(u, v) and (au, v) =
a∗(u, v). H is endowed with a real and positive norm ‖u‖2 = (u, u). The word
‘complete’ signifies that every sequence {un} having the Cauchy property
‖un − um‖ → 0 as n,m→∞ has a limit u ∈ H.

B.1.2 Linear operators

A linear operator, T on H maps an element u ∈ H into the element Tu ∈ H.
T is said to have a bound M if ‖Tu‖/‖u‖ ≤ M for all u ∈ H. In fact, most
of the operators we have to deal with have no such bound: M is infinite. It
is then necessary to restrict the operations of T to a subset, the domain of
definition D(T ) ⊂ H on which T is bounded. The set of all vectors Tu with
u ∈ D(T ) is called the range, R(T ). Then T has a norm, defined by

‖T‖ = sup
u∈D(T )

‖Tu‖
‖u‖ .
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The set of vectors K(T ) = {u | Tu = 0, u ∈ D(T )} is called the kernel of T .
A subset S ⊂ H is said to be (everywhere) dense if its closure, S̃ coincides
with H. If the set D(T ) is dense in H, then T is said to be densely defined. If
D(T ) = H then T is said to be defined on H.

If S and T are two operators with domains such that D(S) ⊂ D(T ) and
Su = Tu for all u ∈ D(S), then T is said to be an extension of S and S to be
a restriction of T . These relations can be expressed as S ⊂ T or T ⊃ S. The
operator T is said to be T -convergent if any sequence un ∈ D(T ) is such that
both {un} and {Tun} are Cauchy sequences and un → u: we use the notation

un
T→ u

to indicate this. Then T is said to be closed if un
T→ u implies u ∈ D(T ) and

Tu = limTun.

B.1.3 Spectrum and resolvent of linear operators

For operators on finite dimensional vector spaces, the eigenvalues of the linear
operator T are the (generally complex) numbers λ such that det(λI−T ) = 0,
where I is the identity operator. The (finite) set of all such λ is called the
spectrum of the operator T . If the vector space has dimension n, then there
can be at most n such eigenvalues. Thus λI − T has an inverse when λ is not
in the spectrum of T . More generally, when T is an operator on the infinite
dimensional Hilbert space H, the number λ is said to be in the resolvent set
ρ(T ) if λI − T has a bounded inverse. The operator Rλ(T ) = (λI − T )−1 is
called the resolvent operator at the point λ. If λ �∈ ρ(T ), then λ is said to be
in the spectrum σ(T ) of T .

B.1.4 Self-adjoint operators

We associate with each linear operator T an adjoint operator T ∗ defined by
the relation

(Tu, v) = (u, T ∗v) (B.1.1)

for every u ∈ D(T ) and every v ∈ D(T ∗) for which this relation makes sense.
We say that T is symmetric if it is both densely defined and if

T ∗ ⊃ T. (B.1.2)

A necessary and sufficient condition for T to be symmetric is that it be densely
defined and that

(Tu, v) = (u, Tv) ∀ u, v ∈ D(T ). (B.1.3)

T is said to be self-adjoint if it is both symmetric and if also

T ∗ = T. (B.1.4)
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If D(T ) = H then (B.1.2) implies that T ∗ = T as is the case in finite dimen-
sional unitary spaces. The relation (B.1.3) shows that (Tu, u) = (u, Tu) =
(Tu, u)∗ so that (Tu, u) must be real. If (Tu, u) ≥ 0 then the symmetric oper-
ator T is said to be non-negative. According to (B.1.2), a symmetric operator
T is always closable because T ∗ is closed and because its adjoint T ∗∗ is the
closure T̃ of T [3, p. 267]. The closure of a symmetric operator must itself be
symmetric.

If T is symmetric and has a closure T̃ which is self-adjoint then T is
said to be essentially self-adjoint. If T is closed, then a subset D ⊂ D(T )
is called a core for T if the closure of the restriction TD of T to D is just
T . Although there is a close connection between closed symmetric operators
and self-adjoint operators, only the latter can be exponentiated to give the
one-parameter unitary groups that generate dynamics in quantum mechanics.
The distinction between the two classes is therefore important and we must
be able to demonstrate that we can construct a suitable self-adjoint operator.
This is not always easy. However, it is often possible to prove that a nonclosed
symmetric operator T is essentially self-adjoint. Every such operator T has
an unique self-adjoint closure T̃ = T ∗∗ [2, Vol I, p.256]; this means that it is
not necessary to define the whole domain of T but only a core. We can test
for self-adjointness using the following:

Theorem B.1. Let T be a symmetric operator on H. Then the three state-
ments

1. T is self-adjoint;
2. T is closed and K(T ∗ ± i) = {∅}; and
3. R(T ∗ ± i) = H

are equivalent.

See [2, Vol I, p.256–7] for the proof. Note that if T is self-adjoint, and if there
is a vector φ ∈ D(T ∗) = D(T ) such that T ∗φ = iφ then also Tφ = iφ, and

−i(φ, φ) = (iφ, φ) = (Tφ, φ) = (φ, T ∗φ) = (φ, Tφ) = i(φ, φ)

from which it follows that φ must be null. In the same way, we prove that the
equation T ∗φ = −iφ has only the null solution.

Corollary B.2. Let T be a symmetric operator on H. Then the three state-
ments

1. T is essentially self-adjoint;
2. K(T ∗ ± i) = {∅}; and
3. R(T ∗ ± i) are dense in H

are equivalent.

The discussion of self-adjoint extensions of symmetric operators is complicated
by the fact that if such extensions exist, and in some cases there is no self-
adjoint extension, there may be more than one. We first consider extensions
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of closed symmetric operators, as an operator and its closure have the same
self-adjoint extensions.

Theorem B.3. Let T be a closed symmetric operator on H. Then

1. a) dim[K(λI − T ∗)] is constant throughout the open upper half λ-plane;
b) dim[K(λI − T ∗)] is constant throughout the open lower half λ-plane.

2. The spectrum of T is one of the following:
a) The closed upper half λ-plane; or
b) the closed lower half λ-plane; or
c) the entire λ-plane; or
d) a subset of the real axis.

3. T is self-adjoint if and only if 2(d) holds.
4. T is self-adjoint if and only if the dimensions in both 1(a) and 1(b) are

zero.

For the proof see [2, Vol II, p. 136]. There is an important corollary: a closed
symmetric operator that is semi-bounded, that is to say, an operator that
satisfies an inequality of the form

(Tφ, φ) ≥ −M‖φ‖2,
has dim[K(λI − T ∗)] constant when λ ∈ C\[−M,∞]. Part 3 of Theorem B.3
shows that a closed symmetric operator is self-adjoint if it has at least one
real number in its resolvent set. For ρ(T ) is an open set; if it contains a point
on the real axis it must contain points in both upper and lower half-planes.

The deficiency subspaces K+(T ) and K−(T ) of the symmetric operator T
are defined by

K±(T ) = K(i∓ T ∗) = R(i± T )⊥

where the superscript ⊥ indicates the orthogonal subspace. The dimensions
of these subspaces

n±(T ) = dim [K±(T )]

are called the deficiency indices of T . T is self-adjoint if and only if n+ =
n− = 0; T has self-adjoint extensions if and only if n+ = n−; there is a 1-1
correspondence between self-adjoint extensions of T and unitary maps from
K+(T ) onto K−(T ); and finally if either n+ = 0 or n− = 0 and n+ �= n− then
T has no non-trivial symmetric extensions [2, Vol II, §X.1]. In this last case,
one says that T is maximal symmetric.

The theory of deficiency indices is due to Von Neumann, who has given a
simple test for a symmetric operator to have self-adjoint extensions in terms
of conjugation mappings. An antilinear map, C : H → H, for which

C(αu+ βv) = α∗u+ β∗v

is called a conjugation if it is norm-preserving and if C2 = I.

Theorem B.4. Let T be a symmetric operator and suppose there exists a
conjugation C : D(T ) → D(T ) with TC = CT . Then T has equal deficiency
indices and therefore it has self-adjoint extensions.
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B.1.5 Observables and self-adjoint operators

Let M be a linear manifold in H and define the projection operator E such
that

Eφ = φ when φ ∈M
= 0 otherwise.

Then E2 = E = E†, and the elements of M are projected on to the set

{Eφ |φ ∈ H}.

Projection operators E1 and E2 are orthogonal if their associated subspaces
M1 and M2 are orthogonal; then either E1E2 = 0 or E2E1 = 0. When
M1 ⊆ M2, then we write E1 ≤ E2 or E2 ≥ E1: either E1E2 = E1 or
E2E1 = E1.

More generally, if E1 projects onto M1 and E2 projects onto M2 then

• If E1E2 = E2E1, then E1E2 is projection operator onto the subspace
M1 ∩M2, consisting of all vectors that are in both M1 and M2.

• If E1 and E2 are orthogonal, then E1 +E2 is the projection operator onto
the subspace M1 ⊕M2, consisting of all vectors that are either in M1 or
in M2.

• If E1 ≤ E2, then E2−E1 is a projection operator onto the orthogonal com-
plement of M1 in M2, consisting of all vectors in M2 that are orthogonal
to M1.

The set of projection operators {Ex | x ∈ R} is said to be a spectral family
under the following conditions:

1. If x ≤ y, then Ex ≤ Ey or ExEy = Ex = EyEx.
2. If ε > 0, then Ex+εψ → Exψ as ε→ 0 for any ψ ∈ H and any x ∈ R.
3. Exψ → 0 as x→ −∞ and Exψ → ψ as x→ +∞ for any ψ ∈ H.

The notion of a spectral family enables us to formulate

Theorem B.5. [1, p.42] Each self-adjoint operator A has a unique spectral
family of projection operators Ex such that for every pair of vectors φ and ψ
in D(A),

(φ,Aψ) =
∫ +∞

−∞
x d(φ,Exψ). (B.1.5)

When this is the case, we write

A =
∫ +∞

−∞
x dEx. (B.1.6)

This is the spectral resolution or spectral decomposition of the operator A. As
x increases, we may encounter points at which Ex is constant, has a jump
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discontinuity, or increases smoothly. We define the spectrum of A to consist
of all points on which Ex increases. A point x is therefore not in the spectrum
if it lies in the interior of an interval in which Ex is constant. The set of
jump discontinuities of Ex is called the point spectrum, and when x has a
neighbourhood in which Ex increases continously, then x is said to be in the
continuous spectrum.

Suppose now that we have a physical system in a state described by the
vector ψ ∈ H. Let A be a self-adjoint linear operator on H corresponding to
some observable dynamical quantity (perhaps a component of the position or
momentum, or the energy of the system) described quantum mechanically by
a probability distribution. Then we require that A will be associated with a
finite expectation value, denoted 〈A〉, with the following obvious properties:

• 〈A〉 is real if A is self-adjoint.
• 〈A〉 ≥ 0 if A is self-adjoint and positive.
• For any complex numbers α, β, 〈αA+ βB〉 = α〈A〉+ β〈B〉.
• If I is the identity operator on H, then 〈I〉 = 1.
• If E1, E2, . . . is a set of mutually orthogonal projectors, then〈∑

Ek

〉
=
∑

〈Ek 〉.

The linear character of expectation can thus be extended to infinite sums.
For any state ψ in H, a definition of the expectation value of a self-adjoint

operator A that is in accordance with these conditions is

〈A〉 = (ψ,Aψ) =
∫ +∞

−∞
x d(ψ,Exψ) (B.1.7)

Because E2
x = Ex = E†

x, we have that

(ψ,Exψ) = ‖Exψ‖2

so that

〈A〉 = (ψ,Aψ) = (Aψ,ψ) =
∫ +∞

−∞
x d‖Exψ‖2. (B.1.8)

By setting A equal to the identity, we see that∫ +∞

−∞
d‖Exψ‖2 = 1,

which suggests the conventional probability interpretation

P [A ≤ x] = ‖Exψ‖2 = (ψ,Exψ) = 〈Ex〉 (B.1.9)

Thus 〈Ex〉 is a strictly nondecreasing function of x and, as required of a
probability distribution,
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lim
x→−∞

〈Ex〉 = 0, lim
x→+∞

〈Ex〉 = 1.

If f(x) is any function of x for which
∫ +∞

−∞ f(x) d‖Exψ‖2 exists for every ψ in
D(A), we can define

〈f(A)〉 =
∫ +∞

−∞
f(x) d‖Exψ‖2 (B.1.10)

Of course, there are functions f(x) for which the integral does not exist and
which therefore are inadmissible: for an example, suppose ‖Exψ‖2 = 0 for
x ≤ 0 and x > 1, and ‖Exψ‖2 = x for 0 < x ≤ 1. Then f(A) = A−1/2 is
certainly admissible, but f(A) = A−1 is not.

B.1.6 Commuting operators

Suppose that the self-adjoint operators A and B have a common domain and
that

[A,B]ψ := (AB −BA)ψ = 0

for every ψ in the domain and we can assign a meaning to the operator
identity [A,B] = 0. Then A and B have common eigenvectors, Aψ = αψ,
Bψ = βψ and, if ψ is normalized, the expectation values are 〈A〉 = α, 〈B〉 = β.
We say that these observables are simultaneously measurable. A set of self-
adjoint mutually commuting operators A1, . . . An is said to form a complete
commuting set if and only if every bounded linear operator that commutes
with every member of the set can be expressed as a function of A1, . . . An.
The states of the system can then be characterized by the eigenvalues of such
a set so that (using Dirac notation)

Ai |α1, . . . , αi, . . .〉 = αi |α1, . . . , αi, . . .〉, i = 1, . . . , n.

The choice of convenient sets of complete commuting operators to describe
the states of atomic and molecular systems is an important component of the
theory. A related notion is that of an irreducible set of self-adjoint operators,
for which the only bounded operators that commute with every member of
the set are multiples of the identity.

B.1.7 Unitary and anti-unitary operators

Let H be a self-adjoint operator with a well-defined spectral decomposition
and define the unitary operator Ut = exp(−iHt), where t is a real parameter.
Clearly

U0 = I, UtUt′ = Ut+t′ = Ut′Ut, U∗
t = U−1

t (B.1.11)

so that the collection of operators {Ut} generate a unitary group depending
continuously on t. The converse is known as Stone’s theorem.
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Theorem B.6 (Stone [1]). Let Ut satisfy (B.1.11). Then there exists a
unique self-adjoint operator H such that Ut = exp(−iHt) for all t, and every
bounded operator commuting with Ut also commutes with H.

If
Ut = I − itH + o(t), lim

t→0

Ut − I
t

= −iH (B.1.12)

where H is independent of t, then by (B.1.11)

i
dUt

dt
= i lim

t′→0

Ut+t′ − Ut

t′
= iUt lim

t′→0

Ut′ − Ut

t′
= HUt (B.1.13)

We see that Ut satisfies the differential equation (B.1.13) and that H can be
interpeted as the infinitesimal generator of the group. Moreover, if t = T/n,
and we consider the result of applying Ut/n n times, we have(

UT
n

)n

=
(
I − iH T

n
+ o(t)

)n

→ exp(−iHT )

as n → ∞ in accordance with our original definition of Ut. Thus if t is time,
and H is the Hamiltonian operator of a dynamical system, then H is the
infinitesimal generator of the group of time translations. If ψ represents the
state of the system at time t = 0, then Utψ represents the state of the system
at time t. Similarly, if x is a space coordinate, then the linear momentum px =
−i∂/∂x is the infinitesimal generator of translation in the x-direction1. More
generally, the momentum vector p generates translations in the direction
of p. The angular momentum operator j = r × p generates rotations; an
anticlockwise rotation through an angle θ about the unit vector n is generated
by exp(−iθn · j).

Anti-linear operators involve complex conjugation:

A(aψ + bφ) = a∗Aψ + b∗Aφ (B.1.14)

where a, b are complex numbers. A has an inverse, A−1 if and only if for each ψ
there is one and only one φ such that ψ = Aφ. If A−1 exists and ‖Aψ‖ = ‖ψ‖
for all ψ, then A is anti-unitary. If A is anti-linear and anti-unitary then
(Aφ,Aψ) = (φ, ψ)∗ for all vectors.

The probability for transition from a normalized state ψ to another nor-
malized state φ is defined to be |(φ, ψ)|2. We say that a bijective map O from
H into itself is a symmetry transformation if, for all ψ, φ, (Oψ,Oφ) = (φ, ψ)
so that transition probabilities remain unchanged. Clearly O can be either
unitary (like Ut) or anti-unitary (like A above).

Theorem B.7 (Wigner-Bargmann). Every symmetry transformation in
H is of the form O, where O is either unitary or anti-unitary.

1 This is just Taylor’s theorem of elementary calculus in disguise!
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B.2 Lie groups and Lie algebras

General references [5], [6], [7]

B.2.1 Lie groups

Let {g(a)} be a set of functions of the r-vector

a = (a1, . . . , ar)t

where the ai are a set of continuous real parameters. To be regarded as the
elements of some group, we need to be able to exhibit a functional relation,
c(a, b), such that

g(a).g(b) = g(c)

for every pair of parameter vectors a, b in the set. It is conventional to write
the group identity I = g(0). A simple 1-parameter example is the group of
time translations, Appendix B.1.7.

Although such a group has an infinite number of elements, most of its
properties can be deduced from its infinitesimal operators. Suppose that we
have a representation of the group G in a space H denoted by T (a), with
I = T (0). Suppose that a is small, so that

T (a) = I +
r∑

i=1

aiXi + o(a); (B.2.1)

the operators Xi, i = 1, . . . , r, are the infinitesimal operators of the group, for
which the following must hold [5, 7]:

Theorem B.8. A If two representations of the group G have the same in-
finitesimal operators, they are the same representation.

B The infinitesimal operators defined in (B.2.1) must satisfy commutation
relations

[Xi, Xj ] = ckijXk (B.2.2)

in which the structure constants ckij are the same for all representations
T of G.

C Any set of operators Xi on a space H will be the infinitesimal operators
of a representation of G if they satisfy the commutation relations (B.2.2).

Such a continuous group is known as an r-parameter Lie group, which we can
think of as being generated by the operators Xi, the infinitesimal generators
of the group.

The structure constants are not completely independent because of their
definition (B.2.2) in terms of a commutator, leading to

ckij = −ckji (B.2.3)
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so that all infinitesimal generators self-commute,

[Xi, Xi] = 0.

Also any three such operators, X,Y, Z, satisfy the Jacobi identity

[X, [Y,Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0 (B.2.4)

which imposes the set of constraints

ckijc
m
lk + ckjlc

m
ik + cklic

m
jk = 0.

An example, familiar from elementary quantum mechanics textbooks, is
the group SO(3) of orthogonal transformations on three-dimensional Eu-
clidean space. The infinitesimal generators of rotations about the coordinate
axes satisfy

[X1, X2] = X3, [X2, X3] = X1, [X3, X1] = X2, (B.2.5)

so that the structure constants are

c312 = c123 = c231 = 1 (B.2.6)

The operators of the quantum theory of angular momentum are related to
the Xk by Jk = −iXk, so that we recover the standard angular momentum
commutation relations

[J1, J2] = iJ3, [J2, J3] = iJ1, [J3, J1] = iJ2, (B.2.7)

B.2.2 Lie algebras

The infinitesimal operators that generate a Lie group can also be regarded as
generating a Lie algebra. Formally, a Lie algebra is an r-dimensional vector
space over a field F in which we associate with each pair of vectors X,Y a
third vector

Z = [X,Y ]

where the commutator [ · , · ] is anti-symmetric and linear

[X,Y ] + [Y,X] = 0, [αX + βY, Z] = α[X,Z] + β[Y,Z], α, β ∈ F

along with the Jacobi identity (B.2.4). We say that the Lie algebra is real if
F = R and complex if F = C. It is usual to designate the Lie group with upper-
case letters (SO(3) for example) and the corresponding Lie algebra with lower-
case letters (so(3)). The infinitesimal generators are not determined uniquely
by the commutation relations. Any nonsingular linear transformation on the
Xi will satisfy the same commutation relations with transformed structure
constants. The freedom conferred by this property has been exploited to define
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canonical forms (see §B.2.4) which can be used to classify the various algebraic
structures.

We say that B is a subalgebra of A (B ⊂ A) if B is a linear subspace of A; if
X,Y are both in B, then so is [X,Y ]. An Abelian subalgebra is one for which
all commutators [X,Y ] vanish. There is always a trivial Abelian subalgebra
as [Xi, Xi] = 0. B is said to be an ideal or invariant subalgebra of A if it is
a linear subspace of A, and if, for every X ∈ B and Y ∈ A, the commutator
[X,Y ] ∈ B. If A contains vectors not in B, then B is a proper ideal. There are
at least two improper ideals, namely {0} (whose only element is the identity),
and A itself.

A simple Lie algebra has no proper ideals. A semisimple Lie algebra no
Abelian ideals save the trivial {0}. A simple algebra is clearly semisimple, but
there is no reason to expect the converse to hold.

Theorem B.9. A Lie algebra A is semisimple if and only if it can be written
as a direct sum

A = A1 ⊕A2 ⊕ . . .⊕An.

Each of the Ai is both an ideal in A as well as being a simple Lie algebra in
its own right.

The metric tensor (or Killing form) is defined by

gij = gji = clikc
k
jl (B.2.8)

where summation over the indices k, l is understood.

Theorem B.10 (Cartan). A Lie algebra is semi-simple if and only if its
metric tensor has a non-vanishing determinant: det[gij ] �= 0.

The structure constants for so(3) were given in (B.2.6), from which it follows
that gij = −2δij ; it follows that det[gij ] is non-singular so that so(3) is semi-
simple. On the other hand, the group E2 of linear transformations in the
plane,

x′ = Rx + a, (B.2.9)

where R is a plane rotation and a is a translation, is not semi-simple. We can
think of (B.2.9) as a linear transformation in a three-dimensional space with
matrix

S =

⎛⎝ cos θ − sin θ a1
sin θ cos θ a2

0 0 1

⎞⎠ ,
with infinitesimal generators

X0 =

⎛⎝0 −1 0
1 0 0
0 0 0

⎞⎠ , X1 =

⎛⎝ 0 0 1
0 0 0
0 0 0

⎞⎠ , X2 =

⎛⎝0 0 0
0 0 1
0 0 0

⎞⎠ .
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There are two non-zero structure constants, c201 = c120 = 1 and the metric
tensor has only one non-zero element g00 = −2. Thus E2 does not have a
semi-simple Lie algebra, but does contain a nontrivial Abelian subalgebra T2 of
translations in the plane generated by X1, X2 along with the one-dimensional
algebra of plane rotations, so(2), generated by X0.

A Lie group or Lie algebra is asid to be compact if its parameter space can
be covered by a finite number of bounded parameter domains. A necessary
and sufficient condition for compactness is that the Killing form (B.2.8) should
be negative definite.

B.2.3 Representations of Lie groups and Lie algebras

The concept of a group representation is central to most of the applications
of group theory in physics, and the notion of an irreducible representation is
exploited in many parts of this book.

Suppose, then, we associate with each infinitesimal operator, Xi of a Lie
algebra, an image Di such that

[Di, Dj ] = ckijDk

where ckij are the structure constants of the associated Lie algebra. If there
is a one-to-one correspondence Xi ↔ Di, then we say that we have a faithful
representation. A representation on a linear vector space of N dimensions is
said to be N -dimensional and the Di will consist of N × N matrices. Two
representations Di and D′

i are said to be equivalent if there exists a constant
non-singular linear transformation X such that

D′
i = XDiX1

for every Xi in the algebra. We then write Di ∼ D′
i.

Let R be the representation space of the representation D of the group
G. A subspace S ⊂ R is an invariant subspace if D maps S into itself. We
say that R is irreducible if it has no proper invariant subspace; otherwise it is
reducible and Di can be partitioned in the form

Di =
(
DS

i Bi

0 DSc

i

)
,

where R = S ⊕ Sc. When Bi vanishes for every A ∈ G then Di is block
diagonal and

Di = DS
i ⊕DSc

i .

The representation is said to be fully reducible if R can be expressed as the
direct sum of irreducible invariant subspaces

R = S1 ⊕ . . .⊕ Sk



B.2 Lie groups and Lie algebras 677

and also
D = D(1) ⊕ . . .⊕D(k)

in which each each representation D(j) acts on the invariant subspace Sj . A
representation which is reducible but is not fully reducible in this way is said
to be indecomposable.

B.2.4 The Cartan-Weyl classification

Cartan and Weyl have shown that any complex simple Lie algebra A can be
put into a standard form that facilitates the classification of all such algebras.
Suppose that A has r infinitesimal operators divisible into two classes. The
Cartan subalgebra, Π = {Hi | i = 1, 2, . . . , l}, contains a mutually commuting
set of operators

[Hi, Hj ] = 0, i, j = 1, 2, . . . , l (B.2.10)

whilst the remainder {Eα} are simultaneously eigenvectors of the Hi:

[Hi, Eα] = αiEα, i = 1, . . . , l (B.2.11)

[Eα, Eβ ] = cα+β
αβ Eα+β , α+ β �= 0 (B.2.12)

[Eα, E−α] =
l∑

i=1

αiHi (B.2.13)

Thus the array (α1, . . . , αl) can be considered as a vector α (the root) in an
l-dimensional weight space. The collection of roots can be displayed in a root
figure which can be used to classify the algebra.

The elements of the Cartan subalgebra possess simultaneous eigenvectors
|Λ〉 := |λ1, . . . , λl〉 such that

Hi|Λ〉 = λi|Λ〉, i = 1, . . . , l

The eigenvalues λ1, . . . , λl can be viewed as the components of a weight vec-
tor |Λ〉 of weight Λ in an l-dimensional weight space ∆ associated with a
representation D. Because

HiEα|Λ〉 = {[Hi, Eα] + EαHi} |Λ〉
= (αi + λi)Eα|Λ〉

by (B.2.11), we see that Eα|Λ〉 is an eigenvector of weight (Λ + α) provided
(Λ+ α) ∈ ∆; otherwise Eα|Λ〉 = 0. We can think of Eα as a raising operator
on the eigenvalues of Hi if α > 0 and a lowering operator if α < 0. Also if Hi

is taken to be Hermitian, as is usually the case, then [Hi, Eα]† = −[Hi, E
†
α]

so that, from (B.2.11), we see that if Eα is a raising operator then E†
α is a

lowering operator. The eigenvalues α generally appear in pairs of opposite
sign.
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These properties show that the representation space decomposes into a
direct sum of weight subspaces RΛ, each characterized by its weight Λ. We
say that Λ is a positive weight if its first nonvanishing element is positive. We
can then order the weights so that Λ > Λ′ if Λ − Λ′ is positive: the highest
weight of a representation will then be higher than every other weight Λ′ ∈ ∆.

Cartan’s classification identifies four general classes of semi-simple Lie al-
genras, Al, Bl, Cl, Dl and five exceptions labelled G2, F4, E6, E7, E8. For fur-
ther details see [7] or [8, Chapter 3].

B.2.5 Casimir operators

A semisimple Lie algebra has, by Cartan’s theorem, a nonsingular metric
tensor g = [gij ]. We denote the elements of the matrix inverse g−1 by gij , so
that

gikg
kj = δj

i .

We define the Casimir operator as the operator

C = gijXiXj . (B.2.14)

It can be shown that the commutator [C,Xi] vanishes for every element of
the Lie algebra. The Casimir operator of the symmetry group of a quantum
mechanical system is therefore an important tool for labelling the eigenstates
of the system. Racah [9] has suggested a generalization. First define

Xi = gijXj .

Then write
Cn = cj2i1j1

cj3i+2j2
. . . cj1injn

Xi1 . . . Xin , (B.2.15)

each of which also commutes with all the elements of the Lie algebra. However,
the generalized Casimir operators are not necessarily independent of C.

As a simple example, consider so(3) again, for which we found gij = −2δij
from which gij = − 1

2δij , giving C = − 1
2 (X2

1 +X2
2 +X2

3 ) or, since Jk = −iXk,

C =
1
2
(J2

1 + J2
2 + J2

3 ) =
1
2
J2 (B.2.16)

so that we recover the well-known result that the square of the total angular
momentum operator commutes with all of its components: [J2, Ji] = 0 for all
i.

This construction fails for Lie algebras that are not semisimple, although
it may still be possible to construct invariants that commute with all elements
of the Lie algebra.
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B.2.6 Kronecker products of group representations

As well as being a mathematical tool for the classification and interpretation
of many of the mathematical structures we meet in this book, the analysis
of Kronecker products (direct products) of group representations provides us
with a major computational tool.

The Kronecker product of two vector spaces U and V is defined as the
linear space T spanned by all elements of the form X × Y , where X ∈ U
and Y ∈ V , where Z = X × Y is linear in each argument X,Y . In the finite
dimensional case, suppose that U, V have respective dimension [U ], [V ]. Then
if (X1, . . . , X[U ]) is a basis for X and (Y1, . . . , Y[V ]) is a basis for Y , then
the set (Xi × Yj | i = 1, . . . , [U ], j = 1, . . . , [V ]) is a basis for T . Similarly
if A : U → U and B : V → V are linear transformations, with matrices
having elements ai

j and bkl with respect to the respective bases (X1, . . . , X[U ])
and (Y1, . . . , Y[V ]), then the linear transformation C = A × B relative to
the Kronecker product basis has matrix elements cijk

l = ai
jbk

l. Kronecker
products of linear transformations have the following properties:

1. (A1A2)× (B1B2) = (A1 ×B1) (A2 ×B2).
2. If A and B are invertible, then (A×B)−1 = A−1 ×B−1.
3. If IU , IV and IT are the respective identities in U , V and T then IT =
IU × IV .

4. If U ′ ⊂ U is a subspace invariant under A and V ′ ⊂ V is a subspace
invariant under B then U ′×V ′ is a subspace invariant under C = A×B.

Kronecker products of group representations have an analogous definition.
We use the notation (Λ) to label a unitary representation of a group G, so that
Ug(Λ) represents the group element g for every g ∈ G. In the Cartan-Weyl
classification, we can take Λ to be the highest weight of a representation, and
label the basis vectors of the representation by |Λλ〉. where λ distinguishes
vectors of the same multiplicity. An element g ∈ G will have the matrix with
elements

D(Λ)
λλ′(g) = 〈Λλ|Ug(Λ)|Λλ′〉,

say and, in the Kronecker product (Λ1) × (Λ2) of two representations (Λ1)
and (Λ2), it will be represented by the matrix

D(Λ1)(g)×D(Λ2)(g).

This product matrix will, in general, be reducible. We recall that two rep-
resentations (Λ1) and (Λ2) are equivalent, (Λ1) ∼ (Λ2) if their elements can
be put into one-to-one correspondence by a change of basis. For Kronecker
products, we have

1. If (Λ1) ∼ (Λ2) and (Λ′
1) ∼ (Λ′

2) then (Λ1)× (Λ′
1) ∼ (Λ2)× (Λ′

2).
2. (Λ1)× (Λ2) ∼ (Λ2)× (Λ1).
3. [(Λ1)× (Λ2)]× (Λ3) ∼ (Λ1)× [(Λ2)× (Λ3)].
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4. [(Λ1)⊕ (Λ2)]× (Λ3) ∼ (Λ1)× (Λ3)⊕ (Λ2)× (Λ3).

It follows that a fully reducible product representation can be decomposed
into a direct sum of irreducible representations

(Λ1)× (Λ2) ∼
∑

⊕
Γ123 (Λ3) (B.2.17)

where Γ123 is the number of times the irreducible representation (Λ3) appears
in the decomposition. There will be a unitary mapping of the basis vectors
|Λ1λ1〉 × |Λ2λ2〉 of the Kronecker product into vectors of the product basis,
|Λ1Λ2; aΛ3λ3〉, of the form

|Λ1Λ2; aΛ3λ3〉 =
∑
λ1λ2

|Λ1λ1〉 × |Λ2λ2〉 〈Λ1λ1Λ2λ2|Λ1Λ2; aΛ3λ3〉, (B.2.18)

with inverse

|Λ1λ1〉 × |Λ2λ2〉 =
∑

aΛ3λ3

|Λ1Λ2; aΛ3λ3〉 〈Λ1Λ2; aΛ3λ3|Λ1λ1Λ2λ2〉∗, (B.2.19)

where the new label a serves to distinguish the different irreducible represen-
tations belonging to (Λ3). We denote the coupling coefficients by

〈Λ1λ1Λ2λ2|Λ1Λ2; aΛ3λ3〉,

often abbreviated to 〈λ1λ2|aΛ3λ3〉 when the meaning is clear, which are es-
sential for practical computations. The unitary nature of the transformation
leads directly to the relations∑

λ1λ2

〈aΛ3λ3|λ1λ2〉∗ 〈λ1λ2|a′Λ′
3λ

′
3〉 = δaa′ δΛ3Λ′

3
δλ3λ′

3
(B.2.20)

∑
aΛ3λ3

〈λ1λ2|aΛ3λ3〉∗〈aΛ3λ3|λ′
1λ

′
2〉 = δλ1λ′

1
δλ2λ′

2
(B.2.21)

In general, (Λ3) will reduce to the identity representation (0) if and only if
(Λ1) ≡ (Λ2)∗ and λ1 = −λ2, where (Λ)∗ is the representation contragredient2

to (Λ). Equation (B.2.21) then gives

〈ΛλΛ∗ − λ|0〉2 = [Λ]−1 (B.2.22)

where [Λ] is the dimension of the representation (Λ).

2 The homomorphisms A → D(A) and A → D(A)∗ = [D†(A)]−1 are said to define
contragredient or conjugate representations.
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B.2.7 Tensor operators and the Wigner-Eckart theorem

The [Λ] linearly independent operators T (Λ)
λ are said to comprise a tensor

operator under a group G, if the set transforms according to the represen-
tation (Λ) under the operations of the group. A tensor operator is said to
be irreducible, reducible or equivalent to another tensor operator according
as the representation (Λ) is irreducible, reducible or equivalent to another
representation. In terms of the basis vectors |Λλ〉, the defining relation is

Ug T
(Λ)
λ U−1

g =
∑
λ′
T

(Λ)
λ′ 〈Λλ′ |Ug(Λ) |Λλ〉. (B.2.23)

For an infinitesimal representation

Ug = 1 +
∑

i

δaiXi

the terms linear in δai give[
Xi, T

(Λ)
λ

]
=
∑
λ′
T

(Λ)
λ′ 〈Λλ′ |Xi |Λλ〉 (B.2.24)

and
Xi |Λλ〉 =

∑
λ′

|Λλ′〉〈Λλ′ |Xi |Λλ〉. (B.2.25)

Any operator acting on a linear vector space that can serve as the represen-
tation space for some representation (Λ) of G will be expressible as a linear
combination of tensor operators under G. This emphasizes the importance
of methods for constructing matrix elements of such tensor operators with
respect to the basis vectors of an irreducible representation of G in practical
calculations. For compact Lie groups, the principal result is the

Theorem B.11 (Wigner-Eckart).

〈Λ1λ1 |T (Λ)
λ |Λ2λ2〉 =

∑
a

〈aΛ1λ1 |λλ2〉∗ 〈aΛ1‖T (Λ)‖Λ2〉 (B.2.26)

where 〈aΛ1‖T (Λ)‖Λ2〉, known as the reduced matrix element, is independent
of the weights λ1 and λ2 of (Λ1) and (Λ2) respectively.

In applications, the Wigner-Eckart theorem enables one to factor the sym-
metry properties of the tensor operator, expressed by the coupling coefficient,
from other properties of the operator expressed by the reduced matrix element.
In particular all tensor operators transforming under the same representation
will satisfy (B.2.26) with the same coupling coefficients.

The implications of this theorem are best appreciated by examining its
proof, for which we follow [10]. For a compact semi-simple Lie group, the
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mutually commuting operators Hi can be chosen real and simultaneously di-
agonal, so that H†

i = Hi. Similarly, we can choose the remaining operators so
that E†

α = E−α. Because the Hi are asociated with null roots, we can combine
these choices by writing

X†
ρ = X−ρ

for all the infinitesimal operators of the group. 〈Λ1λ1 |T (Λ)
λ |Λ2λ2〉 transforms

under group operations according to the Kronecker product representation
(Λ1)∗ × (Λ) × (Λ2); if this is to have a well-defined invariant value, it must
transform under the identity representation (0), so that

(Λ1)∗ × (Λ)× (Λ2) ⊃ (0),

or
(Λ)× (Λ2) ⊃ (Λ1)

or
(Λ1)∗ × (Λ) ⊃ (Λ2).

Picking a suitable vector, and using (B.2.24), (B.2.25) and (B.2.19), we find

〈Λ1λ1 |T (Λ)
λ |Λ2λ2〉 =

∑
a

〈Λ1λ1 |T (Λ)
λ |Λ2; aΛ1λ1〉 〈aΛ1λ1 |ΛλΛ2λ2〉.

Now the terms of the form 〈Λ1λ1 |T (Λ)
λ |Λ2; aΛ1λ1〉 can be thought of as some

〈bΛ1λ1 | aΛ1λ1〉. Such terms are independent of λ1 and hence can be written
formally using the reduced matrix element notation of (B.2.26). To prove this
result, consider the result of operating on the identity

|aΛ1λ1〉 =
∑

b

|bΛ1λ1〉 〈bΛ1λ1 | · |aΛ1λ1〉

with an arbitrary infinitesimal operator Xρ. The result will be

|aΛ1λ1 + µ〉 =
∑

b

|bΛ1λ1 + µ〉 〈bΛ1λ1 | aΛ1λ1〉,

so that comparing these equations gives

〈bΛ1λ1 | aΛ1λ1〉 = 〈bΛ1 + µλ1 | aΛ1λ1 + µ〉

for all non-zero µ, showing that this expression does not depend on the value
of λ1 This form of the Wigner-Eckart theorem is valid for finite or for compact
continuous groups. We shall not have to consider non-compact groups, where
its use needs some care. For our purposes, the most important case is rotation
the group SO(3), Appendix B.3.
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B.3 Quantum mechanical angular momentum theory

General references [8, Chapter 2], [11], [12], [13], [14], [15], [16], [17]

B.3.1 The rotation group

Let U be a 2 × 2 unitary matrix, U†U = UU† = I2, where I2 is the unit
2× 2 matrix. U is unimodular when detU = 1. If U1 and U2 are both unitary
and unimodular, then so are U−1

1 , U−1
2 , and U1U2; the collection of all such

matrices generates the group SU(2). Then if M is any 2 × 2 complex-valued
matrix M

det(UMU†) = detM. (B.3.1)

Let σk, k = 1, 2, 3, denote a Pauli matrix, defined in (2.2.3),

σ1 :=
(

0 1
1 0

)
, σ2 :=

(
0 −i
i 0

)
, σ3 :=

(
1 0
0 −1

)
(B.3.2)

and let M be the traceless Hermitian matrix

M := xkσk =
(
x3 x1 − ix2
x1 + ix2 −x3

)
. (B.3.3)

Then because of (B.3.1),

−detM = (x1)2 + (x2)2 + (x3)2

is invariant under the operations of SU(2). If we interpret (x1, x2, x3) as Carte-
sian coordinates in R3, then we see that detM is also an invariant for rotations
in R3 and there exists a proper orthogonal transformation R(U) : R3 → R3

such that
UMU† = R(U)x · σ. (B.3.4)

Let n be a unit vector in R3, and define

Un(ϕ) := exp{−in · σ ϕ/2}. (B.3.5)

In the simple case n = k := (0, 0, 1), a unit vector along Ox3, this reduces to

Uk(ϕ) =
(

e−iϕ/2 0
0 e+iϕ/2

)
and then

R(Uk(ϕ)) =

⎛⎝ cosϕ − sinϕ 0
sinϕ cosϕ 0

0 0 1

⎞⎠
which is the usual matrix for rotation through an angle ϕ about the Ox3-axis,
k.
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The rotations about a fixed direction n form a continuous 1-parameter
subgroup of SU(2). Because

Uk(2π) = −
(

1 0
0 1

)
whilst

R(Uk(2π)) =

⎛⎝ 1 0 0
0 1 0
0 0 1

⎞⎠
we see that the homomorphism SU(2) → SO(3) is double valued; SU(2) is
therefore called the universal covering group of SO(3).

B.3.2 Abstract angular momentum

We have already seen that the abstract infinitesimal generators of SO(3) are
the operators J1, J2, J3, whose commutation relations are given in (B.2.7). The
construction of the usual representation space is an example of the procedure
of §B.2.4. J2 and J3 (the conventional choice) may be taken as a complete
commuting set of operators, so that we can generate an orthonormal basis

{ |jm〉 |m = −j,−j + 1, . . . , j}, 〈jm′|jm〉 = δm′,m (B.3.6)

of their simultaneous eigenvectors

J2 |jm〉 = j(j + 1) |jm〉, J3 |jm〉 = m |jm〉 (B.3.7)

In terms of the operators

J+ = J1 + iJ2, J− = J1 − iJ2,

the commutation relations (B.2.7) can be rewritten as

[J3, J+] = J+, [J3, J−] = −J−, [J+, J−] = 2J3, (B.3.8)

so that
J2 = J2

1 + J2
2 + J2

3 = J−J+ + J3(J3 + 1).

J+, (J−) are stepping operators connecting basis vectors of increasing (de-
creasing) weight:

J+ |jm〉 = [(j −m)(j +m+ 1)]1/2 |jm+ 1〉, (B.3.9)

J− |jm〉 = [(j +m)(j −m+ 1)]1/2 |jm− 1〉 (B.3.10)

The highest weight vector is defined by

J+ |jj〉 = 0, J3 |jj〉 = j |jj〉 (B.3.11)
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from which the vectors of lower weight can be generated recursively so that

|jm〉 =
[

(j +m)!
(2j)!(j −m)!

]1/2

J−
j−m|jj〉 (B.3.12)

This derivation makes it clear that the dimension of the representation
is the non-negative integer [j] = 2j + 1, so that in general j can only be a
non-negative multiple of 1/2:

j = 0,
1
2
, 1,

3
2
, . . . [j] = 1, 2, 3, 4, . . .

We denote the irreducible space spanned by this basis by Hj .

B.3.3 Orbital angular momentum

When j is an integer, so that the representation has odd dimension, a repre-
sentation can be found in terms of the eigenfunctions of the orbital angular
momentum operator, L = −ix×∇ acting on the space of homogeneous poly-
nomials in the Cartesian components x1, x2, x3 of the position vector x. Its
components satisfy the standard angular momentum commutation relations
(B.3.8). We shall quote formulae in both Cartesian coordinates and in spher-
ical polars

x = (r sin θ cosϕ, r sin θ sinϕ, r cos θ) (B.3.13)
0 ≤ r <∞, 0 ≤ ϕ < 2π, 0 ≤ θ < π.

We first note that

L2 = L−L+ + L3(L3 + 1) = −r2∇2 + (x ·∇)2 + (x ·∇). (B.3.14)

The operators L2 and L3 form a complete set of commuting Hermitian op-
erators on this space, with eigenfunctions that are homogeneous polynomial
solutions Ylm(x) of Laplace’s equation with the properties

∇2 Ylm(x) = 0,
x ·∇Ylm(x) = lYlm(x), (B.3.15)

Ylm(λx) = λl Ylm(x).

Equations (B.3.7), (B.3.9) and (B.3.10) become

L3Ylm(x) = mYlm(x), (B.3.16)

L±Ylm(x) = [(l ∓m)(l ±m+ 1)]1/2 Yl,m±1(x)

and equation (B.3.15) yields

L2 Ylm(x) = l(l + 1)Ylm(x)
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as expected from (B.3.7).
The eigenfunctions are most conveniently expressed as homogeneous poly-

nomials of degree l in the combinations −x1−ix2, x1−ix2 and x3. The highest
weight eigenfunction with m = l, for which L+Yll(x) = 0, is given by

Yll(x) =
1

2ll!

[
(2l + 1)!

4π

]1/2

(−x1 − ix2)l (B.3.17)

from which those of lower weight can be generated as in (B.3.12),

Ylm(x) =
[

(l +m)!
(2l)!(l −m)!

]1/2

L−
l−mYll(x).

The explicit formula is

Ylm(x) =
[
(2l + 1)

4π
(l +m)!(l −m)!

]1/2

×
∑

k

(−x1 − ix2)k+m(x1 − ix2)kxl−m−2k
3

22k+m(k +m)!k!(l −m− 2k)!
(B.3.18)

where l is a non-negative integer, m = −l,−l + 1, . . . , l and k runs over all
non-negative integer values for which 0 ≤ k ≤ (l+m)/2. Complex conjugation
of (B.3.18) gives the important result

Y∗
lm(x) = (−1)mYl,−m(x). (B.3.19)

The same formulae are often required in spherical polar coordinates
(B.3.13), for which we can write

Ylm(x) = rlYlm

(x

r

)
(B.3.20)

Because x/r is a function of the polar angles θ, ϕ only, we can define the
spherical harmonics

Ylm(θ, ϕ) := Ylm

(x

r

)
(B.3.21)

so that for m ≥ 0, from (B.3.18),

Ylm(θ, ϕ) = (−1)m

[
(2l + 1)

4π
(l +m)!(l −m)!

]1/2

eimϕ

×
∑

k

(−1)k (sin θ)2k+m(cos θ)l−m−2k

22k+m(k +m)!k!(l −m− 2k)!
. (B.3.22)

For m < 0, equation (B.3.19) gives

Yl,−m(θ, ϕ) = (−1)mY ∗
lm(θ, ϕ), m > 0.
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Equation (B.3.22) can be conveniently expressed in terms of associated Leg-
endre polynomials, Pm

l (cos θ), by

Ylm(θ, ϕ) = (−1)m

[
(2l + 1)(l −m)!

4π(l +m)!

]1/2

Pm
l (cos θ) eimϕ, (B.3.23)

where
Pm

l (x) = (1− x2)m/2 d
m

dxm
Pl(x), m ≥ 0, (B.3.24)

and Pl(x) is the Legendre polynomial of degree l,

Pl(x) =
1

2ll!
dl

dxl
(x2 − 1)l, l ≥ 0.

The spherical harmonics are orthonormal on the unit sphere (radius r = 1)
because ∫ 2π

0
dϕ

∫ π

0
dθ sin θ Y ∗

l′m′(θ, ϕ)Ylm(θ, ϕ) = δl′lδm′m. (B.3.25)

For convenience, we note that the Cartesian components of L in spherical
polar coordinates are

L1 = i cosϕ cot θ
∂

∂ϕ
+ i sinϕ

∂

∂θ

L2 = i sinϕ cot θ
∂

∂ϕ
− i cosϕ

∂

∂θ
(B.3.26)

L3 = −i ∂
∂ϕ

so that

L± = e±iϕ

(
± ∂

∂θ
+ i cot θ

∂

∂ϕ

)
and

L2 = − 1
sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
− 1

sin2 θ

∂2

∂ϕ2

B.3.4 Representation functions

The action of elements of SO(3) on solid harmonics is given by

(ORYlm)(x) = Ylm(R−1x) =
∑
m′

Dl
m′m(R)Ylm′(x) (B.3.27)

whilst the equivalent result for elements of SU(2) is
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(TUYlm)(x) = Ylm(U†XU) =
∑
m′
Dl

m′m(U)Ylm′(x) (B.3.28)

with
Dl

m′m(R) = Dl
m′m(U(R)).

If n is a unit vector in R3, |n| = 1, then a rotation through the angle φ about
n is given by (B.3.5)

Un(ϕ) = exp{−in · σ ϕ/2}
= σ0 cos(ϕ/2)− in · σ sin(ϕ/2) (B.3.29)

=

⎛⎝ cos(ϕ/2)− in3 sin(ϕ/2) (−in1 − n2) sin(ϕ/2)

(−in1 + n2) sin(ϕ/2) cos(ϕ/2) + in3 sin(ϕ2)

⎞⎠ ,
where σ0 denotes the 2× 2 identity matrix and 0 ≤ φ ≤ 2π. On the represen-
tation space of (B.3.6) we have

TU |jm〉 =
∑
m′
Dj

m′,m(U) |jm′〉, (B.3.30)

where the rotation functions are defined on the elements uij of the matrix U
of (B.3.29) by the symmetric polynomial of degree 2j

Dj
m′,m(U) = [(j +m)!(j −m)!(j +m′)!(j −m′)!]1/2 (B.3.31)

×
∑
abcd

ua
11 u

b
12 u

c
21 u

d
22

a! b! c! d!

where the non-negative summation indices a, b, c, d satisfy the constraints

a+ b = j +m′, c+ d = j −m′, a+ c = j +m, b+ d = j −m.

Equation (B.3.31) in this form is useful for displaying the symmetries of the
representation functions. The constraints can be used to express any three of
the summation indices in terms of the fourth, which is more convenient for
numerical evaluation.

In order to use this abstract formula, we need a convenient parametriza-
tion of the group. Equation (B.3.29) shows that each U in SU(2) can be
parametrized in terms of four real numbers α0, α1, α2, α3 such that

U(α0,α) = α0σ0 − iα · σ =
(
α0 − iα3 −iα1 − α2
−iα1 + α2 α0 + iα3

)
(B.3.32)

where
α2

0 + α2
1 + α2

2 + α2
3 = 1.

These Euler-Rodrigues parameters therefore correspond to points on the unit
sphere S3 in R4. The corresponding element R(α0,α) of SO(3) is
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R(α0,α) = (B.3.33)⎛⎝α2
0 + α2

1 − α2
2 − α2

3 2(α1α2 − α0α3) 2(α1α3 + α0α2)
2(α1α2 + α0α3) α2

0 + α2
2 − α2

3 − α2
1 2(α2α3 − α0α1)

2(α1α3 − α0α2) 2(α2α3 + α0α1) α2
0 + α2

3 − α2
1 − α2

2

⎞⎠
Clearly

R(α0,−α) = R(α0,α)

so that we need only half of S3, say that portion with α0 > 0, to cover the
parameter domain of SO(3). Rotations can be viewed either as active or as
passive. For active rotations, we keep the same reference frame but map each
vector x ∈ R3 into a new vector x′ = Rx or its equivalent Cartan form
X ′ = UXU†. For passive rotations, we keep the vectors fixed, but move the
reference frame, so that for a right orthonormal triad of vectors, e1, e2, e3,

e′
j =

∑
i

Rijei, Rij = ei · e′
j .

The coordinates (x′
1, x

′
2, x

′
3) of a point P in the new frame are therefore related

to the original coordinates (x1, x2, x3) in the unrotated frame by x′ = Rtx,
or

x1e1 + x2e2 + x3e3 = x′
1e

′
1 + x′

2e
′
2 + x′

3e
′
3

for passive rotations. A convenient method of parametrization uses Euler an-
gles. This involves three successive steps

A rotation about the axis e3 = (0, 0, 1) through angle γ.
A rotation about the new axis e2 = (0, 1, 0) through angle β.
A rotation about the new axis e3 through angle α.

For SU(2), this is effected by the operator

U(αβγ) = e−iασ3/2 e−iβσ2/2 e−iγσ3/2 (B.3.34)

=
(

e−iα/2 cos
( 1

2β
)
e−iγ/2 −e−iα/2 sin

( 1
2β
)
eiγ/2

eiα/2 sin
( 1

2β
)
e−iγ/2 eiα/2 cos

( 1
2β
)
eiγ/2

)
where either 0 ≤ α < 2π, 0 ≤ β < π, 0 ≤ γ < 2π or 0 ≤ α < 2π, 2π ≤ β <
3π, 0 ≤ γ < 2π. Also

U(α, β + 2π, γ) = −U(αβγ).

In SO(3), the equivalent is

R(αβγ) =

⎛⎝ cosα − sinα 0
sinα cosα 0

0 0 1

⎞⎠
×

⎛⎝ cosβ 0 sinβ
0 1 0

− sinβ 0 cosβ

⎞⎠ ⎛⎝ cos γ − sin γ 0
sin γ cos γ 0

0 0 1

⎞⎠ (B.3.35)
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which reduces to⎛⎝ cosα cosβ cos γ − sinα sin γ − cosα cosβ cos γ − sinα cos γ cosα sinβ
sinα cosβ cos γ + cosα sin γ − sinα cosβ cos γ + cosα cos γ sinα sinβ

− sinβ cos γ sinβ sin γ cosβ

⎞⎠
with 0 ≤ α < 2π, 0 ≤ β ≤ π, 0 ≤ γ < 2π.

The multiplication rule for representation functions (B.3.31) of two oper-
ators U,U ′ ∈ SU(2) is

Dj(U)Dj(U ′) = Dj(UU ′), (Dj(U))† = (Dj(U))−1 = Dj(U†)),

and this provides the most convenient route to write down formulae for the
general representation functions (B.3.35) in terms of the Euler angles from
(B.3.32) and (B.3.31). We note first that if U is characterized by the Euler-
Rodrigues parameters (α0,α) and U ′ by (α′

0,α
′), then U ′′ = UU ′ is charac-

terized by (α′′
0 ,α

′′), where

α′′
0 = α′

0α0 −α′ ·α, α′′ = α′
0α + α0α

′ + α′ ×α.

For a rotation through an angle ϕ about the unit vector n, we have (B.3.29)

α0 = cos
1
2
ϕ, α = n sin

1
2
ϕ,

from which we obtain

Dj
m′m(αβγ) = e−im′α dj

m′m(β) e−imγ (B.3.36)

with

dj
m′,m(β) =

〈
jm′ ∣∣e−iβJ2

∣∣ jm〉 (B.3.37)

= [(j +m)!(j −m)!(j +m′)!(j −m′)!]1/2

×
∑

s

(−1)m′−m+s
(
cos 1

2β
)2j+m−m′−2s (sin 1

2β
)m′−m+2s

(j +m− s)! s! (m′ −m+ s)! (j −m′ − s)! .

We note the symmetry relations

dj
m′,m(β) = (−1)m′−mdj

−m′,−m(β)

= (−1)m′−mdj
m,m′(β) (B.3.38)

= dj
m,m′(−β).

When j takes an integer value, l, the representation functions for m′ = 0 are
proportional to spherical harmonics,

dl
m,0(β) = (−1)m

[
(l −m)!
(l +m)!

]1/2

Pm
l (cosβ)

(B.3.39)

=
[
(l −m)!
(l +m)!

]1/2

P−m
l (cosβ),
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so that

Ylm(βα) =
(

2l + 1
4π

)1/2

dl
m,0(β)

(B.3.40)

=
(

2l + 1
4π

)1/2

Dl∗
m0(αβγ).

For further properties see [8, Chapter 3].

B.3.5 Kronecker products of irreducible representations

The Clebsch-Gordon series (B.2.17) for SO(3) is simply reducible, so that

Dj1 ×Dj2 =
∑
⊕
{j1j2j3}Dj3 (B.3.41)

where j3 can take the values

|j1 − j2|, |j1 − J2|+ 1, . . . j1 + j2, (B.3.42)

and

{j1j2j3} =
{

+1 if j3 satisfies (B.3.42),
0 otherwise. (B.3.43)

The coupling coefficients, also referred to as Clebsch-Gordan coefficients or
vector addition coefficients may be written either as

〈j1m1j2m2|j3m3〉 or C
j1 j2 j3
m1m2m3

so that as described in §B.2.6, the expression

I =
∑

m1m2m3

C
j1 j2 j3
m1m2m3

〈j3m3| (|j1m1〉 ⊗ |j2m2〉)

is a rotational invariant. Equivalently, we can write the coupled kets as

|j3m3〉 =
∑

m1m2

|j1m1〉|j2m2〉 〈j1m1j2m2|j3m3〉 (B.3.44)

along with the inverse relation

|j1m1〉|j2m2〉 =
∑
j3m3

|j3m3〉〈j3m3 | j1m1j2m2〉, (B.3.45)

with corresponding equations for the bras. It is sometimes convenient to de-
note the right-hand side of (B.3.44) by |(j1j2)j3m3〉. These notations are used
freely throughout this book.
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To obtain expressions for the coupling coefficients, choose a polynomial
basis for Dji , i = 1, 2, 3 of the form

|jimi〉 =
uji+mi

i vji−mi

i

[(ji +mi)!(ji −mi)!]1/2 (B.3.46)

on which the infinitesimal operators of SO(3) take the form

(J+)i = ui
∂

∂vi
, (J−)i = vi

∂

∂ui
, (J3)i =

1
2

(
ui
∂

∂ui
− vi

∂

∂vi

)
(B.3.47)

For the contragredient representation Dj3∗, the basis vectors are

〈j3m3| = (−1)j3−m3
uj3+m3

3 vj3−m3
3

[(j3 +m3)!(j3 −m3)!]1/2 (B.3.48)

and inserting these expressions into the invariant I gives an explicit algebraic
expression from which we can deduce the Clebsch-Gordon coefficients. The
easiest way to do this is to use the observation that determinants like

δ1 = u2v3 − u3v2

are invariant under SU(2). Thus I must be expressible as a product of the
form

I = δk1
1 δ

k2
2 δ

k3
3

and by comparing the two equivalent expressions, we find

C
j1 j2 j3
m1m2m3

= δm1+m2,m3 (B.3.49)

×
[
(2j3 + 1)(j1 + j2 − j3)!(j1 − j2 + j3)!(−j1 + j2 + j3)!

(j1 + j2 + j3 + 1)!

]1/2

× [(j1 +m1)!(j1 −m1)!(j2 +m2)!(j2 −m2)!(j3 +m3)!(j3 −m3)!]
1/2

×
∑

r

{
(−1)r 1

r!(j1 −m1 − r)!(j2 +m2 − r)!(j3 − j2 +m1 + r)!

× 1
(j3 − j1 −m2 + r)!(j1 + j2 − j3 − r)!

}
We shall usually give results in terms of the more symmetric 3jm coeffi-

cients, defined by(
j1 j2 j3
m1 m2 −m3

)
=

(−1)j1−j2+m3

√
2j3 + 1

C
j1 j2 j3
m1m2m3

(B.3.50)

The most important symmetries are(
j1 j2 j3
−m1 −m2 −m3

)
= (−1)j1+j2+j3

(
j1 j2 j3
m1 m2 m3

)
(B.3.51)
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and (
j1 j2 j3
m1 m2 m3

)
=
(
j2 j3 j1
m2 m3 m1

)
(B.3.52)

= (−1)j1+j2+j3

(
j2 j1 j3
m2 m1 m3

)
.

In all cases
m1 +m2 +m3 = 0.

Because the transformation effected using Clebsch-Gordon coefficients or 3-j
symbols is unitary, they satisfy the following conditions:∑

m1m2

(2j3 + 1)
(
j1 j2 j3
m1 m2 m3

)(
j1 j2 j′3
m1 m2 m

′
3

)
= δj3j′

3
δm3m′

3
,

(B.3.53)∑
j3m3

(2j3 + 1)
(
j1 j2 j3
m1 m2 m3

)(
j1 j2 j3
m′

1 m
′
2 m3

)
= δm1m′

1
δm2m′

2
.

B.3.6 Coupling of three or more angular momenta

The Clebsch-Gordan coefficients and the more symmetrical 3jm-symbols
arise from decomposing the direct product of two irreducible representations
into a direct sum of irreducible representations in the Clebsch-Gordan series
(B.3.41). When we reduce a direct product of three or more irreducible repre-
sentations, we have two choices: we can first combine Dj1 and Dj2 , according
to (B.3.41), form the direct product of each term with Dj3 and perform an-
other Clebsch-Gordan reduction, or we can first combine Dj2 and Dj3 and
then reduce the product of the direct sum with Dj1 . Whilst the output spaces
are equivalent, the individual states are different, and are said to be related by
a process of recoupling. The coefficients describing this linear transformation
are called recoupling coefficients; in the case of three angular momenta they
are the Racah or 6j-coefficients. In general, such recoupling coefficients can
be written in terms of multiples of three angular momenta. For example, the
transformation from a scheme of LS-coupling of the orbital and spin angu-
lar momenta of two particles to the equivalent jj-coupling representation can
be expressed as a 9j-symbol connecting the states |((l1l2)L(s1s2)S)JM〉 with
|((l1s1)j1(l2s2)j2)JM〉. The result is actually independent of the projection
M , and is therefore independent of the choice of coordinate axes used to define
the states.

The 3nj-symbols are most conveniently described in terms of angular mo-
mentum diagrams of Appendix B.3.10. Below we list the properties and major
relations of the 3j, 6j, and 9j symbols which are needed throughout this book.
A 3nj-symbol has 2n vertices, with exactly 3 lines starting or finishing at each
vertex.
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The Wigner covariant notation [13, pp. 295–6] for 3jm-symbols exploits
the fact that factors (−1)j−m in association with a projection −m always ap-
pear in valid summation formulae. This is connected with the phase convention
for representing bras in (B.3.73). Such combinations are called covariant and
are indicated by interchanging the j and m symbols in a column of a 3jm
symbol. The original j,m pairs are said, in contrast, to be contravariant.

B.3.7 The 3j-symbol

The Einstein summation convention has been used below to sum over repeated
pairs of contravariant and covariant m quantum numbers as, for example, in
(B.3.55) below, where the implied summation is over all variables m1,m2 and
m3.

Graphical representation

{j1j2j3} =
�
�



�

�
�
�

� �− +

j1
j2
j3 (B.3.54)

Algebraic definition

{j1j2j3} =
(
j1 j2 j3
m1 m2 m3

)(
m1 m2 m3
j1 j2 j3

)
. (B.3.55)

Algebraic expression

{j1j2j3} =
{

1 if j3 = j1 + j2, j1 + j2 − 1, . . . , |j1 − j2|,
0 otherwise (B.3.56)

A triple abc for which {abc} = 1 is often said to satisfy the triangle condi-
tion.
Sum rules ∑

j

[ j ]{j1j2j} = [j1j2] (B.3.57)

∑
j

[ j ](−1)j{j1j1j} = (−1)2j1 [j1] (B.3.58)

B.3.8 The 6j-symbol

For a fuller treatment see [8, §2.10].
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Graphical representation

{
j1 j2 j3
l1 l2 l3

}
= �

�
��

�
�
���

�
��

�
�
���+ � +

�−

�
−

�

 

 

"

��
j1

j2

l2

l1

j3 l3 (B.3.59)

Algebraic definition (in terms of 3jm-symbols){
j1 j2 j3
l1 l2 l3

}
=
(
j1 j2 m3
m1 m2 j3

)(
m1 l2 l3
j1 n2 n3

)
×
(
l1 n2 j3
n1 l2 m3

)(
n1 m2 n3
l1 j2 l3

)
(B.3.60)

Algebraic expression{
a b e
d c f

}
= ∆(abe)∆(cde)∆(acf)∆(bdf)

×
∑

k

(−1)k(k + 1)!
(k − a− b− e)! (k − c− d− e)! (k − a− c− f)!

× 1
(k − b− d− f)! (a+ b+ c+ d− k)!

× 1
(a+ d+ e+ f − k)! (b+ c+ e+ f − k)! (B.3.61)

where the triangle coefficient ∆(abc) is defined for every triple abc whose
sum is an integer and satisfies the triangle condition (B.3.56) by

∆(abc) =
[
(a+ b− c)! (c+ a− b)! (b+ c− a)!

(a+ b+ c+ 1)!

]1/2

(B.3.62)

Symmetries: There are 144 symmetry relations among the 6j symbols. 24
of these were discovered by Racah: they consist of all 6j symbols which
can be obtained (a) by permuting its columns:{

a b e
d c f

}
=
{
b a e
c d f

}
(B.3.63)

and (b) by interchanging a pair of elements in the top row with the pair
of elements below them: {

a b e
d c f

}
=
{
a c f
d b e

}
(B.3.64)

For the full set of relations see, for example, [8, §2.10.5].
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Racah sum rule∑
f

(−1)e+g+f [ f ]
{
a b e
d c f

}{
a d g
b c f

}
=
{
a b e
c d g

}
(B.3.65)

Biedenharn-Elliott identity{
a′ a c′

b b′ e

}{
a′ e b′

d d ′ c

}
=
∑

f

(−1)φ[ f ]
{
a b e
d c f

}{
c′ b b′

d d ′ f

}{
a′ a c′

f d ′ c

}
(B.3.66)

where φ = a+ a′ + b+ b′ + c+ c′ + d+ d′ + e+ f .
Relation to Racah W-coefficients{

a b e
d c f

}
= (−1)a+b+c+dW (abcd; ef) (B.3.67)

B.3.9 The 9j-symbols

Graphical representation: 9j-symbol (of the first kind)

⎧⎨⎩
j1 j2 j3
l1 l2 l3
k1 k2 k3

⎫⎬⎭ = -
-
-
- .

.
.
.

.
.
.
. -

-
-
-

.
.
.
.
.
.
..

-
-
-
-
-
-
--


+


− 
+

 −



+



−

/ 0

�

1
�

/
�

1 2

j1 j3

j2

k1

k2

k3l1
l2

l3

(B.3.68)

Algebraic definition (in terms of 3jm-symbols)⎧⎨⎩
j1 j2 j3
l1 l2 l3
k1 k2 k3

⎫⎬⎭ =
(
j1 j2 j3
m1 m2 m3

)(
m2 n2 x2
j2 l2 k2

)

×
(
k1 k2 k3
x1 x2 x3

)(
x3 m3 n3
k3 j3 l3

)

×
(
l3 l1 l2
n3 n1 n2

)(
n1 x1 m1
l1 k1 j1

)
(B.3.69)

The 9j symbol is nonvanishing only if the arguments of each row and
column satisfy the triangle condition (B.3.56).
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Symmetries: There are 72 symmetries arising from the 72 symmetries of
the 3jm-coefficients in (B.3.69).
A The 9j-coefficient (B.3.68) is invariant under even permutation of its

rows, even permutation of its columns and under interchange of rows
and columns (matrix transposition).

B The 9j-coefficient is multiplied by a factor (−1)φ under odd permuta-
tion of its rows or columns, where φ = j1+j2+j3+l1+l2+l3+k1+k2+k3.

9j coefficients with one argument zero reduce to 6j symbols.⎧⎨⎩
a b e
c d e
f f 0

⎫⎬⎭ =
(−1)b+c+e+f

[e, f ]1/2

{
a b e
d c f

}
(B.3.70)

Graphical representation: 9j-symbol (of the second kind)

⎧⎨⎩
j1 j2 j3
l1 l2 l3 2
k1 k2 k3

⎫⎬⎭ = -
-
-
- .

.
.
.

.
.
.
. -

-
-
-


+


− 
+

 −



+



−

� �

�

�

�

1

21

2 j1j2

j3

k1 k2

k3

l1

l2

l3

= (−1)2j3+2k3

{
j2 j3 l2
l3 l1 j1

}{
k2 k3 l2
l3 l1 k1

}
(B.3.71)

Further results may be found in [11, Chapter 5] for example

B.3.10 Graphical treatment of angular momentum algebra

Diagrammatic techniques techniques in angular momentum theory were pi-
oneered by Yutsis (also transliterated as Jucys) and collaborators [12] and
there are a number of variants and elaborations. One of the technical prob-
lems in evaluating expressions involving njm and nj symbols is the ease with
which one can make sign errors. The diagrammatic version described by El
Baz and Castel [11] noted that Wigner’s covariant notation minimizes the
number of additional phase factors that have to be listed explicitly; here we
exploit their methods with one difference – we use [j1, j2, . . .] to denote the
product (2j1 +1)(2j2 +1) . . . rather than its square root. Angular momentum
states are represented as follows:

Kets:

| j,m〉 = a†
jm | 0〉 = � , | j,−m〉 = a†

jm | 0〉 = �
j,m j,−m

(B.3.72)
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Bras:

〈j,m | = 〈0 | ãjm = (−1)j−m〈0 | aj,−m = (−1)j−m �

or
〈j,m | := �� 〈j,−m | := ��

(B.3.73)

The double arrows signal the presence of the factors (−1)j∓m in the bras
〈j,±m | as required in summations over projection quantum numbers.

Scalar products: The scalar product of the ket |u〉 by the ket | v〉 is the number
〈v |u〉 that is linear in v, anti-linear in u. For angular momentum eigenstates
we have

〈j,m | j′,m′〉 = �� �
jm j′m′ = �� �

jm j′m′ = δjj′δmm′ (B.3.74)

Projection onto Dj :

Pj =
∑

m | j,m〉〈j,m | =
∑

m
� �� =

jjm jm
� (B.3.75)

Because ∑
m

| j,m〉〈j,m | =
∑
m

| j,−m〉〈j,−m |

it is unnecessary to fix the direction of the arrow in advance in a free projector:

� = � = (B.3.76)

Because the basis vectors {| j,m〉, m = −j, . . . , j} for all possible values of j
are both orthonormal and complete, we also have∑

j

∑
m | j,m〉〈j,m | =

∑
j j

= 1. (B.3.77)

Continuous variables: With minor changes, the diagrammatic representation
can be used for continuous variables such as the position variable r. For exam-
ple, a Schrödinger wavefunction ψa(r) can be represented as a scalar product
of an abstract ket | a〉 (where a is one of a finite or countable set of state
labels) with a bra 〈r|:

ψa(r) = 〈r | a〉 = �� �r a
(B.3.78)

and

ψ∗
a(r) = 〈a | r〉 = �� �a r

(B.3.79)

Thus
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〈a | b〉 =
∫
dr �� � = �� � = δab

a r b a b
(B.3.80)

An important example is the representation of the completeness and or-
thonormality of the spherical harmonics. We write as in (B.3.78), (B.3.79)

Ylm(Ω) = �� � , Y ∗
lm(Ω) = �� �Ω Ωlm lm

(B.3.81)

so that, summing first over m and then over l,

∑
lm Y

∗
lm(Ω)Ylm(Ω′) =

∑
lm
�� �Ω′ lm �� �lm Ω

=
∑

l
��Ω′ l � Ω

= ��Ω′
� Ω

= δ(Ω′ −Ω)

(B.3.82)

Similarly,

∫
Y ∗

lm(Ω)Yl′m′(Ω) dΩ =
∫
dΩ �� �lm Ω ��Ω �l

′m′

=
∫
dΩ �� �Ωlm l′m′

= �� �lm l′m′
= δll′δmm′

(B.3.83)

B.3.11 Diagrammatic treatment of Clebsch-Gordan coefficients

The Clebsch-Gordan coefficients can be represented by diagrams of the form

〈jm | j1m1j2m2〉 = �� ��
��

���

�
�
−jm

j1m1

j2m2

(B.3.84)

As before, single outgoing arrows indicate kets, double arrows indicate bras,
labelled by the corresponding jm values. The order of coupling has to be
shown explicitly; in this case, we label the vertex with +/- to indicate anti-
clockwise/clockwise ordering. Thus the relation (B.3.45)
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|j1m1〉|j2m2〉 =
∑
jm

|jm〉〈jm | j1m1j2m2〉

may be represented diagrammatically by

�
�

j1m1

j2m2 =
∑

jm
� �� ��

��
���

�
�

jm jm

j1m1

j2m2

− (B.3.85)

Similarly,

〈j1m1j2m2 | jm〉 = ��

���
��
�

��

��

j1m1

j2m2

jm
+ (B.3.86)

The two Clebsch-Gordan coefficients (B.3.84) and (B.3.86) are numerically
equal; so that

�� ��
��
���

�
�
− = � ��

��
���

33

##
+ (B.3.87)

In terms of Clebsch-Gordan coefficients, the relations (B.3.53) can be written∑
m1m2

〈j3m3 | j1m1j2m2〉〈j1m1j2m2 | j′3m′
3〉 = δj3j′

3
δm3m′

3
(B.3.88)∑

j3m3

〈j1m1j2m2 | j3m3〉〈j3m3 | j1m′
1j2m

′
2〉 = δm1m′

1
δm2m′

2
(B.3.89)

The first of these is represented diagrammatically by

�� �

�
�



�� �

�

�
− +

j3m3 j′3m
′
3

j1

j2

= �� �
j3m3 j′3m

′
3

(B.3.90)

in which the j1 and j2 can be replaced by unity using (B.3.77) because both
angular momenta have fixed values. If we also sum over m3, each term of the
sum gives a triangular delta, (B.3.54), so that this gives the dimension of the
subspace Dj3 , namely [j3] = 2j3 + 1. The diagrammatic form is

�
�



�

�
�
�

� � = [j3]{j1j2j3}.− +

j1
j2
j3 (B.3.91)
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Equation (B.3.89) is represented by

∑
j

��

���
��
�

��

��
��
���
����

+ −

j1m1

j2m2

j
j1m

′
1

j2m
′
2

=
�� �
j1m1 j1m

′
1

�� �
j2m2 j2m

′
2

(B.3.92)

in similar fashion.

B.3.12 Diagrammatic treatment of 3jm-symbols

The connection of Clebsch-Gordan and 3jm-symbols is given by (B.3.50)
which can be written

〈j3m3 | j1m1j2m2〉 = (−1)j1−j2+j3 [ j3]1/2(−1)j3−m3

(
j1 j2 j3
m1 m2 −m3

)
.

(B.3.93)
Using the equivalence of 〈j3m3 | j1m1j2m2〉 and 〈j1m1j2m2 | j3m3〉 together
with m3 = m1 +m2, we can rewrite (B.3.93) as

〈j1m1j2m2 | j3m3〉 = (−1)j1−j2−j3 [ j3]1/2 (B.3.94)

× (−1)j1−m1+j2−m2

(
j1 j2 j3
−m1 −m2 m3

)
.

Note that while the numbers ji,mi can be either odd multiples of 1/2 or
integers, the combinations ji ±mi and ±j1 ± j2 ± j3 are always integers. In
terms of Wigner’s covariant notation, (B.3.93) and (B.3.94) become

〈j3m3 | j1m1j2m2〉 = (−1)j1−j2+j3 [ j3]1/2
(
j1 j2 m3
m1 m2 j3

)
(B.3.95)

and

〈j1m1j2m2 | j3m3〉 = (−1)j1−j2−j3 [ j3]1/2
(
m1 m2 j3
j1 j2 m3

)
, (B.3.96)

from which it follows that(
j1 j2 m3
m1 m2 j3

)
=
(
m1 m2 j3
j1 j2 m3

)
.

Using the Einstein-Wigner summation convention with (B.3.88) gives(
j1 j2 m3
m1 m2 j3

)(
m1 m2 m

′
3

j1 j2 j′3

)
= [ j3]−1δj3j′

3
δm3m′

3

with an implied sum over m1 and m2. and if we now set j3 = j′3 and m3 = m′
3

and sum also over m3 we get the triangular delta
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j1 j2 m3
m1 m2 j3

)(
m1 m2 m3
j1 j2 j3

)
= {j1j2j3}.

This motivates the diagrammatic representation of 3jm-symbols

(
j1 j2 j3
m1 m2 m3

)
= 
��� ��

�
= 
��� ��
�

j1

j2

j3
+

j1

j3

j2
−

#
3

� #
3

� (B.3.97)

Here the single outgoing arrow on each contravariant line ji indicates that the
associated quantum number is +mi. Similarly, if j3 is a covariant line marked
by a double ingoing arrow then

(
j1 j2 m3
m1 m2 j3

)
= 
��� ��

�
j1

j2

j3
+
#
3

�� (B.3.98)

The 3jm symmetry relations (B.3.51) and (B.3.52) are expressed diagram-
matically by


��� ��
�

= (−1)j1+j2+j3 
��� ��
�

= 
��� ��
�

j1

j2

j3
+

j1

j3

j2
−

j1

j2

j3
−

#
3

� #
3

� #
3

� (B.3.99)

Another important symmetry is a change of orientation of the lines of a
Clebsch-Gordan or 3jm-symbol. Thus there is no change in phase when we
reverse the sense of all arrows in a Clebsch-Gordan coefficient as in

�� ��
��
���

�
�

= � ��
��

���

33

##

j1

j2

j3
−

j1

j2

j3
+ (B.3.100)

but the equivalent 3jm relation(
j1 j2 m3
m1 m2 j3

)
= (−1)2j1+2j2

(
m1 m2 j3
j1 j2 m3

)
is represented by


������
= (−1)2j1+2j2 
������

j1

j2

j3
+

j1

j2

j3
+��

�

�
� 33

##
(B.3.101)

It follows that a reversal of the sense of all the lines in a 3jm diagram involves
no change of sign:
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��� ��
�

= (−1)2j1+2j2+2j3 
��� ��
�

= 
��� ��
�

j1

j2

j3
+

j1

j3

j2
+

j1

j2

j3
+

#
3

�
�

�
�

�

�

�

�
�

�

�
(B.3.102)

because the exponent of the phase factor (−1)2j1+2j2+2j3 is always an even
integer.

B.3.13 Generalized angular momentum coupling schemes

We shall encounter many situations in which we wish to construct states of
several independent identical particles (or subshells) of given angular momen-
tum which form a basis for some representation Dj of SO(3). Consider first
the k-fold product states

|j1m1〉 |j2m2〉 . . . |jkmk〉 (B.3.103)

We wish to choose linear combinations of these states that can partially be
described as eigenstates of j2

1, j2
2, . . . , j2

k, j2, and jz. For a more complete
description, we need to prescribe a coupling scheme. Thus if k = 3, we can
first form

|j12m12〉 =
∑

m1m2

|j1m1〉 |j2m2〉 〈j1m1j2m2 | j12m12〉

followed by a final step

|jm〉 =
∑

m12m3

|j12m12〉 |j3m3〉 〈j12m12j3m3 | jm〉.

Because only terms with m12 = m1 +m2 contribute, the overall construction
gives

|jm〉 =∑
m1m2m3

|j1m1〉 |j2m2〉 |j3m3〉 〈j1m1j2m2 | j12m12〉〈j12m12j3m3 | jm〉,

which we can write

|jm〉 =
∑

m1m2m3

|j1m1〉 |j2m2〉 |j3m3〉 (B.3.104)

× 〈j1m1j2m2j3m3|(j1j2j3)A; jm〉,

where

〈j1m1j2m2j3m3|(j1j2j3)A; jm〉 = (B.3.105)∑
m12

〈j1m1j2m2 | j12m12〉 〈j12m12j3m3 | jm〉.
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The coefficient 〈j1m1j2m2j3m3|(j1j2j3)A; jm〉 is called a generalized Clebsch-
Gordan coefficient (GCG); the subscript A identifies the process described
by (B.3.104). When k = 3 there are two alternative schemes in which, say
|j2m2〉 and |j3m3〉 are coupled first or |j3m3〉 and |j1m1〉 are coupled first. In
graphical form, (B.3.105) becomes

〈j1m1j2m2j3m3|(j1j2j3)A; jm〉 =

∑
m12

��

���
��
�

��

��
�� ��

���
���##

=+ + ��

���
��
�

��

��
��
���

���##
+ +

j1m1

j2m2

j12m12 j12m12

jm

j3m3

j1m1

j2m2

j12

jm

j3m3

=

j1m1

j2m2

j3m3

��
��
��

A
�
j12

� jm

(B.3.106)

The number of possible coupling schemes grows as k increases, but the
general structure is similar to the simplest case, k = 3. The GCG can be
written 〈j1m1 . . . jkmk | (j1 . . . jk)A;X, jm〉 where the label A describes the
manner in which the states are to be coupled and a set of intermediate angular
momenta X = {X1, . . . , Xk−2}. We express this graphically by writing for the
construction of the coupled state | (j1 . . . jk)A;X, jm〉

�A,X
jm =

j1m1

jnmn

�

�

......
�jm

A
�

X
=
∑

mi

j1m1

jnmn

�

�

......

j1m1

jnmn

��

��

......
�jm

A
�

X
(B.3.107)

and conversely

j1m1

jnmn

�

�

......
=
∑

X
��jm A

�

X

j1m1

jnmn

�

�

......
(B.3.108)

for expressing the product (B.3.103) in terms of the coupled states. As with
simple Clebsch-Gordan coefficients, the GCG are real, and the m quantum
numbers satisfy m1 + . . .+mk = m. The rectangles represent tree graphs with
k−1 vertices corresponding to the k−1 Clebsch-Gordan coefficients required
to build the X coupling scheme.

The GCG satisfy orthogonality relations inherited from the simple Clebsch-
Gordan coefficients. Thus, for two states with the same coupling scheme, A,
but different intermediates X,X ′,
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m1,...,mk

〈(j1 . . . jk)A;X, jm | j1m1 . . . jkmk〉 (B.3.109)

×〈j1m1 . . . jkmk | (j1 . . . jk)A;X ′, j′m′〉 = δjj′δmm′

k−2∏
i=1

δXiX′
i
.

The graphical representation of this is

��jm A
�

X

j1m1

jnmn

�

�

......

A
�

X’
�j

′m′
= δjj′δmm′

∏k−2
i=1 δXiX′

i
. (B.3.110)

Similarly ∑
Xjm

〈j1m1 . . . jkmk | (j1 . . . jk)A;X, jm〉 (B.3.111)

×〈 (j1 . . . jk)A;X, jm | j1m′
1 . . . jkm

′
k〉 =

k∏
i=1

δmim
′
i
,

with the graphical representation

∑
{ji},X

j1m1

jnmn

��

��

......
�j

A
�

X

A
�

X

j1m
′
1

jnm
′
n

�

�

......
=
∏k

i=1 δmim′
i
. (B.3.112)

The meaning of these graphs is best clarified by looking at the simplest cases,
k = 1, 2, 3. In the case k = 1, we have only one ket, |j1〉, and no intermedi-
ates Xi so that (B.3.110) and (B.3.112) reduce respectively to (B.3.74) and
(B.3.75). In the case k = 2, we have two kets and one final resultant and no
intermediates so that (B.3.110) reduces to (B.3.90) and (B.3.112) to (B.3.92).
The first non-trivial case is k = 3. Here, the bra and ket are represented by

�� ∆ �



∆ ��
���

�� ∆ �
�

∆��
�����

j1m1 j1m1

j2m2 j2m2

j3m3 j3m3jm j′m′
X1 X ′

1

−

−

+

+
(B.3.113)

For (B.3.110) we sum over m1,m2 and m3 by linking the corresponding lines
so that
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�� ∆ �



∆ �

� ��

∆ �
�

∆

j1

j2

j3
jm j′m′

X1 X ′
1

−

−

+

+
(B.3.114)

The lines labelled by j1 and j2 have given values, so their projectors are just
unity and can be removed from the diagram; then we link the lines labelled
by X1 and X ′

1, giving a diagram of the form (B.3.90) with j2 replaced by X1,
verifying (B.3.110). For (B.3.112) we have to link the jm lines giving

�� ∆ �
�

∆��
�����

∆ �



∆ ��
���

j1m1 j1m
′
1

j2m2 j2m
′
2

j3m3 j3m
′
3

jX1 X ′
1

+

+

−

−
(B.3.115)

Next we apply (B.3.92) twice to give

�� �j1m1 j1m
′
1

�� �j2m2 j2m
′
2

�� �j3m3 j3m
′
3

(B.3.116)

verifying (B.3.112). This analysis only deals with the case in which the same
coupling scheme is used for both bra and ket. A change in the order of cou-
pling leads to a different Clebsch-Gordan expansion; the linear transformation
connecting two such schemes will be discussed below.

B.3.14 GCG and njm coefficients

The relations, (B.3.95) and (B.3.96), between Clebsch-Gordan and 3jm coef-
ficients, can be represented by

�� ��
��
���

�
�

j3m3

j2m2

j1m1

+ = (−1)2j2 [j3]1/2 
������

j3m3

j2m2

j1m1

−�� �

�

� ��
��
���

33

##

j3m3

j2m2

j1m1

+ = (−1)2j1 [j3]1/2 
������

j3m3

j1m1

j2m2

−� 33
##

(B.3.117)
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This is obtained by extracting a factor (−1)±(j1+j2+j3) from both (B.3.95)
and (B.3.96), represented by the sign change at the vertex, and the factor
[j3]1/2 that is attached to the single line that is covariant in (B.3.95) and
contravariant in (B.3.96). What is left is a phase (−1)2j2 in (B.3.95) and
(−1)2j1 in (B.3.96); we can identify the line with which it is associated as the
one that follows j3 next in order at the vertex of the 3jm-coefficient.

This generalizes straightforwardly to higher order GCG and njm coeffi-
cients. The GCG (B.3.107) is related to the corresponding njm coefficient
by

〈j1m1 . . . jkmk | (j1 . . . jk)A;X, jm〉 = (B.3.118)

Φ [X1, . . . , Xk−2, j]1/2
(
m1 . . . mk j
j1 . . . jk m

)
A;X

where the argumentsX1, . . . , Xk−2, j represent the single outgoing line at each
vertex and Φ is the product of the corresponding phases “(−1)2j2” at each
vertex. We distinguish the njm diagram from the GCG By omitting the CG
“triangle” from the box, so that
j1m1

jnmn

��

��

......
�jm

A
�

X

+
= Φ [X1, . . . , Xk−2, j]1/2

j1m1

jnmn

��

��

......
�jm

A

X

−
(B.3.119)

and changing the sign of all internal vertices. Similarly for (B.3.108) the dia-
gram is

��jm A
�

X

+

j1m1

jnmn

�

�

......
= Φ′ [X1, . . . , Xk−2, j]1/2 ��jm A

X

−
j1m1

jnmn

�

�

......
(B.3.120)

We note that the njm symbols(
j1 . . . jk j
m1 . . . mk m

)
A;X

(B.3.121)

are real numbers; that j1+. . .+jk+j is always an integer; thatm1+. . .+mk+
m = 0; and that reversing the signs on all m arguments must be accompanied
by a phase factor (−1)j1+...+jk+j . It follows that the completely contravariant
njm symbol (B.3.121) and the corresponding completely covariant equvalent
are equal: (

j1 . . . jk j
m1 . . . mk m

)
A;X

=
(
m1 . . . mk m
j1 . . . jk j

)
A;X
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B.3.15 Manipulating angular momentum diagrams

We have already seen that complex angular momentum diagrams can be ob-
tained by coupling simpler diagrams in which internal lines come from summa-
tion over the appropriatem variables. Matrix elements between many-particle
states lead to diagrams in which the free lines from different blocks are joined
to give a more complex diagram. Where the graphical method shows its power
is through the use of simple rules to decompose these diagrams into simpler,
identifiable standard sub-diagrams whose algebraic form is relatively easy to
evaluate numerically. We shall simply state these rules; proofs can be found
in books such as [11, 12].

The assembly of diagrams involves units such as

�jmα ��jm
β (B.3.122)

where the labels α and β define coupling schemes and a set of intermediate
angular momenta both coupled to give a resultant jm. Summation over the
projections m is achieved by linking the two external lines

∑
m

�jmα ��jm β = �
j

α β

= (−1)2j �
j

α β

(B.3.123)

Similarly,

∑
j α

��

��
� � �

��

��
+ −
j1 j1

j2 j2

j 

�
�
 

β = α

�

�

j1

j2
β (B.3.124)

after summing over the values of j.
We say that a diagram G is separable over n lines if it has the form

G :

�

�
α β

j1

jn

......
(B.3.125)

where the block labelled α has no lines with free ends, so that any remain-
ing lines with free ends are associated with the block β. The basic rule for
simplifying such diagrams can be written
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�

��
α

j1

j2

= α
��
��
 
"

� ���
��
�

��

j1

j2

j1m1

j2m2

= α
��
��
 
"

�j1
j2 





j1m1

j2m2

[j1]−1 (B.3.126)

We merely link the two lines j1 and j2. For the proof see, for example [11,
Chapter 4].

Separation on two lines with opposite orientations gives

α

�

�

j1

j2
β = α

��
��
 
"

� ���
��
�

��

j1

j2

j1

j2

β

= [j1]−1δj1,j2 α

�
��j1 β

�
�
j2

(B.3.127)

Separation on three lines with the same orientation is achieved with

α

�

�

�

j1

j2

j2
β = α

�
��

�
��

 

�

� �+ �−���
�
��

��
 

j1

j2

j3

j1

j2

j3

β (B.3.128)

If one of the lines, say j3, has a different orientation, we can change its direc-
tion, introducing an extra phase factor (−1)2j3 , before using (B.3.128). The
general case of separation over n lines with the same orientation requires an
intermediate coupling mode, A, with intermediates X1, . . . , Xn−3:

α
......

j1

jn

�

�
β =

∑
X [X1, . . . , Xn−3]1/2

× α
......

j1

jn

�

�

A

X
+ · −

A

X

......

j1

jn

�

�
β

(B.3.129)

where the sum runs overr all available couplng schemes, X, and the + and −
signs indicate that nodes appearing when cutting j1 to jn in succession have
opposite senses in the two diagrams on the right-hand side. This preserves the
ordering of the lines at each node as in the simplest case, (B.3.128).

B.3.16 Tensor operators and the Wigner-Eckart theorem

An irreducible tensor operator of rank k is a set of 2k + 1 operators
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T k = {T k
q | q = k, k − 1, . . . ,−k } (B.3.130)

satisfying the relations (compare (B.2.24)

[j3, am
†] = mam

†, [j±, am
†] = [j(j + 1)−m(m± 1)]1/2 am±1

†.

In practical calculations on atoms – and also on molecules – it is useful to
decompose the operators encountered as a sum of terms, each classified by
the irreducible representation of SO(3) to which it belongs. Once this has
been done, we can invoke the Wigner-Eckart theorem, §B.2.7, to simplify the
angular integrations needed to compute the matrix elements. In SO(3), this
separates those parts of the matrix elements of irreducible tensor operators
that depends upon the projections in terms of a 3-j symbol:

〈 jm |T k
q | j′m′ 〉 = (−1)j−m

(
j k j′

−m q m′

)
( j ‖T k ‖ j′). (B.3.131)

The reduced matrix elements ( j ‖T k ‖ j′) of simple operators are therefore
essential building blocks, and we include formulae for reduced matrix ele-
ments for each of the operators listed below. We refer to the main text and
to Appendix B.3.10 for the way in which these are used, in particular, the
compound operators arising in relativistic atomic and molecular calculations

We follow initially the notation of Louck [8, §2.9], whose review contains
many of the properties we shall exploit. Other results may be found in [11,
12, 14, 15, 16, 17]. The following reduced matrix elements are used frequently
in this book:

• Orbital angular momentum: L, which has rank 1. Its components are L0 =
Lz and L±1 = ∓(Lx ± iLy)/

√
2 and its reduced matrix elements are

(l‖L‖l′) = {l(l + 1)(2l + 1)}1/2 δll′ (B.3.132)

• General angular momentum: J , also has rank 1. Its components are J0 =
Lz and J±1 = ∓(Jx ± iJy)/

√
2 and its reduced matrix elements are

(j‖J‖lj′) = {j(j + 1)(2j + 1)}1/2 δjj′ (B.3.133)

• Spin 1/2: s = 1
2σ. Its components are s0 = sz and s±1 = ∓(sx ± isy)/

√
2

and, setting j = j′ = 1/2 in (B.3.133) gives

(1/2‖s‖1/2) =
√

3/2, (1/2‖σ‖1/2) =
√

6. (B.3.134)

• Spherical harmonics: We define tensor operators Ck of rank k in terms of
the spherical harmonics defined by (B.3.23)

Ckq(θ, ϕ) =
(

4π
2k + 1

)1/2

Ykq(θ, ϕ) (B.3.135)
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so that

(l ‖Ck ‖ l′) = (−1)l[ l, l′]1/2
(
l k l′

0 0 0

)
(B.3.136)

Special cases:
C0 : C00 = 1 (B.3.137)

C1 =
r

r
= r̂ : C10 = cos θ = z/r, (B.3.138)

C1±1 = ∓
√

1
2

sin θe±iϕ = ∓
√

1
2

(x± iy)
r

C2 : C20 =
1
2
(3 cos2 θ − 1) =

1
2

2z2 − x2 − y2
r2

(B.3.139)

C2±1 = ∓
√

3
2

cos θ sin θe±iϕ = ∓
√

3
2
z(x± iy)
r2

C2±2 =

√
3
8

sin2 θe±2iϕ = ∓
√

3
8

(x± iy)2
r2

B.3.17 Composite tensor operators

Composite tensor operators built from the simple operators considered above
are needed in many applications.

(a) Multiplication of an irreducible tensor operator by a complex number or
an invariant with respect to angular momentum J gives an irreducible
tensor operator of the same rank.

(b) Addition of two irreducible tensor operators of the same rank k gives an
irreducible tensor of rank k.

(c) In general, multiplication of irreducible tensor operators is not commuta-
tive; however multiple products of irreducible tensor operators are asso-
ciative.

(d) Let the irreducible tensor operators Sk1 and T k2 act on the same Hilbert
space H. Then their product [Sk1×T k2 ]k is an irreducible tensor operator
of rank k with components

[Sk1 × T k2 ]kq =
∑
q1,q2

Ck1 k2 k
q1 q2 q S

k1
q1
T k2

q2
, q = k, k − 1, . . .− k, (B.3.140)

where k ∈ {k1 + k2, k1 + k2 − 1, . . . , |k1 − k2|} (Clebsch-Gordan series).
(e) Similarly, the irreducible tensor operator Sk1 acting on the Hilbert space

H and the irreducible tensor operator T k2 acting on the Hilbert space K
may first be multiplied by the tensor product rule so as to act on the tensor
product space H ⊗ K and then coupled to obtain a new tensor operator
[Sk1 ⊗ T k2 ]k with components



712 Appendix B Supplementary mathematics

[Sk1 ⊗ T k2 ]kq =
∑
q1,q2

Ck1 k2 k
q1 q2 q S

k1
q1
⊗ T k2

q2
, q = k, k − 1, . . .− k, (B.3.141)

acting on H⊗K, where k ∈ {k1 + k2, k1 + k2 − 1, . . . , |k1 − k2|}. Common
examples are operators like S ·L and α ·p where the first operates on the
spin space and the second on functions in R3.

(f) It is convenient (here we differ from the convention used by Louck) to define
the tensor operator T k† adjoint to T k as the operator with components

T k†
q = (−1)k−qT k

−q (B.3.142)

See [8, §2.9.3] for other definitions and references to the literature.

We list a number of important composite operators below. For the sake
of economy, we shall often ignore the distinction between [Sk1 × T k2 ]k and
[Sk1 ⊗ T k2 ]k. The context is always suffficient to make the meaning clear.

• When Ck1 and Ck2 act on the same coordinates (case (d) above) we have

(Ck1 ×Ck2)k = (−1)k[k]1/2
(
k1 k k2
0 0 0

)
Ck (B.3.143)

In particular

(C1 ×Ck)k+1 =

√
k + 1
2k + 1

Ck+1,

(C1 ×Ck)k = 0, (B.3.144)

(C1 ×Ck)k−1 = −
√

k

2k + 1
Ck−1.

Also√
(k + 1)(2k + 3)(Ck+1 × l)k =

√
k(2k − 1)(Ck−1 × l)k (B.3.145)

and

(l ‖(Ck × l)k‖ l′) =
l(l + 1)− k(k + 1)− l′(l′ + 1)√

2k(2k + 2)
(l ‖(Ck‖ l′). (B.3.146)

• Two tensors Rk and Sk having the same integer rank k have a scalar
product, written Rk · Sk, given by

Rk · Sk =
∑

q

(−1)qRk
qS

k
−q = (−1)k[k]1/2(Rk × Sk)0. (B.3.147)
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• A 3-vector a can also be regarded as a rank 1 tensor, such that a = |a|C1,
with (spherical) components aµ = |a|C1µ(θϕ). Then, setting k = 1 in
(B.3.147), we get the scalar product of two 3-vectors

a · b = −
√

3(ab)0 (B.3.148)

Similarly, the ordinary vector product of two 3-vectors is

a× b = −i
√

2 (ab)1 (B.3.149)

and the rank 2 tensor formed by a and b has components

(ab)22 = a1b1,

(ab)21 = (a0b1 + a1b0)/
√

2,
(ab)20 = (3a0b0 − a · b)/

√
6

(B.3.150)

• Because r × l = r × (r × p) = r(r · p) − r2p, the quantum mechanical
momentum operator, p = −i∇ can be represented as a rank 1 tensor

p = −i
[
C1 ∂

∂r
−
√

2
r

(C1 × l)1
]
, (B.3.151)

By using (B.3.146) with k = 1, we see that

〈l ‖∇ ‖ l′〉 = (l ‖(C1‖ l′)
[
∂

∂r
− (l − l′)(l + l′ + 1)− 2

2r

]
so that

〈l ‖∇ ‖ l′〉 =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
l

(
∂

∂r
− l′

r

)
, l = l′ + 1

0, l = l′

−
√
l′
(
∂

∂r
+
l′ + 1
r

)
, l = l′ − 1

(B.3.152)

Equations (B.3.145), (B.3.146), (B.3.149), and (B.3.151) are due to Innes and
Ufford [18].

B.3.18 Diagrammatic representation of tensor operators

An irreducible tensor operator T k
q : H → H can be defined by

〈u |T k
q |u′〉 = T k

q (u) δ(u− u′), u ∈ H (B.3.153)

As in (B.3.78), we can represent this as a diagram



714 Appendix B Supplementary mathematics

T k
q (u) = 																																																																																																																								 ���u kq (B.3.154)

and, in accordance with its definition at the beginning of this section, we can
represent the adjoint by

T k†
q (u) = �� 																																																																																																																								 �kq u

u

(B.3.155)

corresponding to (B.3.79). The matrix element 〈 jm |T k
q | j′m′ 〉 appearing in

the statement (B.3.131) of the Wigner-Eckart theorem can be expressed as an
integral

〈 jm |T k
q | j′m′ 〉 =

∫
du 〈 jm |u〉T k

q (u) 〈u | j′m′〉.

The integration over u is done diagrammatically by linking the ends of the u
lines, so that

〈 jm |T k
q | j′m′ 〉 =

�����

��
��
�� �����

��
��
�� 																																																																																																																								 																																																																																																																

								
																																																																																																																								
��

��

3
�
�

#
��
�

33

u

u

u

k

j

j′

k

j

j′

−+
(B.3.156)

where we have used the rule (B.3.128) to put the diagram in the form re-
quired by the Wigner-Eckart theorem (B.3.131). The left-hand component of
(B.3.158) is the 3jm symbol(

m k j′

j q m′

)
= (−1)j−m

(
j k j′

−m q m′

)
so that the rest corresponds to the reduced matrix element ( j ‖T k ‖ j′), which
will be denoted by a marking circle on the vertex of the 3jm symbol

〈 jm |T k
q | j′m′ 〉 = 
������

�
T

� 33

�
kq

jm

j′m′

+
(B.3.157)

The composite tensor operator

Rk =
[
Sk1 ⊗ T k2

]k
which acts on the space H1 ⊗H2 is then represented by
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Rk
q (u1, u2) =

∑
q1q2

〈k1q1, k2q2 | kq〉Sk1
q1

(u1)T k2
q2

(u2)

=

u1

u2
��

�
���

																																																																																																																								
																																																																																																																								

��

��

�

�
��

k1

k2

kq+
(B.3.158)

and its adjoint is represented by reversing the arrows,

Rk†
q (u1, u2) = �� ��

��
���

�
�

																																																																																																																								
																																																																																																																								

�

�

kq
k1

k2

−
u1

u2
(B.3.159)

Coupled states on H1⊗H2 belonging to Dj will be written |γj1j2jm 〉, where
γ symbolizes any other labels needed to make up a complete set of quan-
tum numbers. An argument similar to (B.3.156) leads to the reduced matrix
element

〈 γj1j2j ‖Rk ‖ γ′j′1j
′
2j

′ 〉 = 〈 γj1j2j ‖ [Sk1 ⊗ T k2 ]k ‖ γ′j′1j
′
2j

′ 〉

=
∫∫
du1du2

�
�
�

�
�
�

�
444555

444555

444555

																																																																																																																								 																																																																																																																								 																																																																																																																								 																																																																																																																								 																																																																																																																								 																																																																																																																								

�
�
��
��
��
��

∆

∆

∆

−

−

−

�
�

�

6
7

8
�

8
�

j

k

j′

−

j1

j2
k1

k2
j′1

j′2

u1

u1

u1

u2

u2

u2

(B.3.160)

The integration over the variables u1 (or u2) is done diagrammatically by link-
ing the three lines labelled by u1 (or u2) to form a new vertex. This introduces
two reduced matrix elements, for Sk1 and T k2 , and a closed diagram:

〈 γj1j2j ‖Rk ‖ γ′j′1j
′
2j

′ 〉 = 9
9
99

9
9
9
99

�
�
��

�
�
�
��

:
:
:
:
:
:;

;
;
;
;
;

�

�
�

∆

∆

∆

−

−

−

−

+

+

S

T

< ,
�

�

�
= =

2
0

j

k

j′

j1

j′2

j′1

j2

k1

k2

(B.3.161)

By pulling the right-hand vertex of the k line to the right, we can smoothly
deform the diagram into the shape of (B.3.68) giving
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(−1)j1−j′
1+j2−j′

2−k -
-
--

.
.
..

.
.
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-
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-
-
-
-
-
-
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−

∆
− �− S

∆ +
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∆−

2 0

�

0

�

2
�

1 2

j j2

j1

k
k1

k2j′ j′1

j′2

(B.3.162)

where the phase factor arises from change the sense of three of the nodes.
Comparing this diagram with (B.3.68), we see that is necessary to change the
sense of several nodes and the lines in order to put (B.3.162) into the standard
form, with the final result being [14, Equation (3-35)]

〈 γj1j2j ‖Rk ‖ γ′j′1j
′
2j

′ 〉 =

[jkj′]1/2

⎧⎨⎩
j1 j

′
1 k1

j2 j
′
2 k2

j j′ k

⎫⎬⎭∑
γ′′
〈 γj1‖Sk1 ‖γ′′j′1 〉 〈 γ′′j2‖T k2 ‖γ′j′2 〉. (B.3.163)

We shall need a number of results that are direct specializations of this equa-
tion:

• Scalar product of two irreducible tensor operators:
In this case we set k = 0. Using (B.3.70) and then (B.3.64) we have⎧⎨⎩

j1 j
′
1 k1

j2 j
′
2 k2

j j′ 0

⎫⎬⎭ = δjj′δk1Kδk2K
(−1)j′

1+j2+K+j

[K, j]1/2

{
j′1 j

′
2 j

j2 j1 K

}
.

Because R0 = [SK ⊗ T K ]0 = (−1)K [K]−1/2SK · T K , we have (replacing
K by k)

〈 γj1j2j ‖Sk · T k‖ γ′j′1j
′
2j

′ 〉 = (−1)j′
1+j2+jδjj′ (B.3.164)

×
{
j′1 j

′
2 j

j2 j1 k

}∑
γ′′
〈 γj1‖Sk1 ‖γ′′j′1 〉 〈 γ′′j2‖T k2 ‖γ′j′2 〉.

• Rk operates on H1 only; k2 = 0:
In this case, we get

〈 γj1j2j ‖Sk‖ γ′j′1j
′
2j

′ 〉 = (−1)j1+j′
1+k+j (B.3.165)

×[j, j′]1/2
{
j j′ k
j′1 j1 j2

}
〈 γj1‖Sk ‖γ′j′1 〉.

• The case in which Rk = Sk1 × T k2 gives

〈 γJ ‖Rk‖ γ′J ′ 〉 = [ k ]1/2(−1)J+k+J′
(B.3.166)

×
∑

γ′′J′′

{
k2 k k1
J J ′′ J ′

}
〈γJ‖Sk1 ‖γ′′J ′′〉〈γ′′J ′′‖T k2 ‖γ′J ′〉.
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B.4 Relativistic symmetry orbitals for double point
groups

General reference [19]

B.4.1 Construction of symmetry orbitals

The way in which the atomic nuclei are arranged in symmetric molecule is
reflected in the symmetry properties of molecular orbitals [20, Chapters 5,9].
The LCAO method generates relativistic molecular orbitals as linear combi-
nations of Dirac central field spinors (AS): see Appendix A.4 for definitions
and properties. The symmetry properties of Dirac AS have been crucial to
low-level techniques for evaluating matrix elements and efficient methods of
computation for both atoms and molecules. On the other hand, the symme-
try properties of molecular spinors (MS) have received less attention in this
book. They can be generated conveniently by the TSYM program [19] to pro-
vide sets of MS that span an irreducible representation of a double point group
in molecular structure calculations. In this book, TSYM has been used at the
end of structure calculations to classify the orbital MS generated in molecular
structure calculations on symmetric molecules. This can provide a powerful
check on the numerical consistency of the computational scheme.

Following [19], let D(i) denote the i-th inequivalent irreducible represen-
tation of a molecular symmetry group. Its invariant subspaces constitute the
representation spaces of D(i), which are spanned by the basis:

{ | τiµ〉, µ = 1, . . . , ni} (B.4.1)

where µ indexes the ni members of the basis and τ distinguishes different
representation spaces of the same irrep D(i). Let S be a symmetry operation
of the point group of the molecule. The effect of S on a basis vector can be
represented by a linear operator Ŝ given by

Ŝ | τ, i, µ〉 =
ni∑

µ=1

D(i)
νµ(S) | τiν〉. (B.4.2)

Assume throughout that the operators Ŝ and the representation matrices
D(i)(S) are unitary. Meyer et al. denote two-spinor AS centred on the a-th
nucleus [19, Equation (2.4)] as

〈r | ρaljm〉 = ρnlj(ra)Yljm(θa, ϕa, 1/2) (B.4.3)

where ρ stands for a radial function. This employs the same structure and
phase conventions as this book: for example we could interpret (B.4.3) by
replacing it with G-spinors, (A.4.3), so that

〈r | ρaljm〉 →M [β; γ, βκ, ra] ≡ ωβ

r
Rγ,βκ(r)χβκ,m(θa, ϕa).
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The angular parts are the same: Yljm(θa, ϕa, 1/2) ≡ χβκ,m(θa, ϕa) and the
notation of (A.4.3) identifies the two compoentns of a four-spinor with β = ±1.
The index γ corresponds to the label nlj on the radial function in (B.4.3). We
shall use the notation of Meyer et al. in what follows.

Operations S of the point group can be classified as proper (a pure rota-
tion) or improper (a product of a pure rotation and a spatial inversion). Thus
if α, β, γ are the Euler angles that rotate nucleus a to the position Sa, we can
write

Ŝ | ρaljm〉 = (−1)lτS

∑
m′

Dj
m′m(αβγ) | ρSaljm′〉 (B.4.4)

where Dj
m′m(αβγ) is an element of the representation matrix of the three-

dimensional rotation group SO(3) defined by(B.3.36),

τS =
{

1 if S is an improper rotation,
0 if S is a proper rotation.

and l = j + η/2, where η = sgn κ. We generate MS symmetry orbitals

| τiµ〉 := | ρaljmνiµ〉
using projection operators

P̂ (i)
µν =

ni

h

∑
S

D(i) ∗
µν (S) Ŝ (B.4.5)

acting on the AS so that

| τiµ〉 == P̂ (i)
µν | ρaljm〉. (B.4.6)

When j is an odd multiple of 1/2, each spatial transformation S is represented
by two group operations, S and S, differing by a rotation 2π so that

Ŝ| ρaljm〉 =

{
+Ŝ| ρaljm〉 for integer j,
−Ŝ| ρaljm〉 for half-integer j

. (B.4.7)

The group comprising all operations S and S is called a double group. All its
irreps satisfy one or other of the relations

D(i)(S) = ±D(i)(S) (B.4.8)

The Dirac 2- (or 4-) spinors are characterized by j values that are odd multi-
ples of 1/2 so that only the minus sign is relevant in the present context, and
we shall assume from now on that this is the case. The MS symmetry orbitals
can therefore be generated from the AS basis using

| τiµ〉 = | ρaljmνiµ〉 =
∑
a′m′

Cljνiµ
am,a′m′ | ρa′ljm′〉 (B.4.9)

where a′ = Sa and the symmetry coefficients are given by

Cljνiµ
am,a′m′ =

ni

h

∑
S

δa′,SaD
(i) ∗
µν (S) (−1)lτSDj

m′m(αβγ). (B.4.10)
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B.4.2 Linear independence of molecular symmetry orbitals

Suppose that we have A equivalent atoms whose positions are interchanged by
the operations of the symmetry group. There are therefore A(2j + 1) vectors
{| ρaljm〉 : m = −j, . . . , j, a = 1, . . . , A} with fixed values of l, j and ρ. The
application of (B.4.6) with varying values of i, µ, ν gives Ah(2j+1) MS. How-
ever, because positions of the atoms are merely exchanged by the operations
of the symmetry group, it suffices to consider only the h(2j+1) MS generated
from a single orbital on one atom centre, a. We conclude

1. If h = A, then the h(2j + 1) symmetry orbitals obtained by applying
(B.4.6) to a single AS | ρaljm〉 are linearly independent.

2. If h > A, then the number of representation spaces Ni of a given irrep
D(i) contained in the space spanned by the A(2j + 1) AS is

Ni =
1
h

∑
S

χ(i) ∗(S)
∑
a′m′

(−1)lτSDj
m′m′(S) δa′,Sa (B.4.11)

where χ(i) is a character of D(i). Then for each irrep D(i) we can find a
basis of Ni linearly independent vectors

| τiµ〉 = | ρaljmνiµ〉, ρaljiµ fixed, (B.4.12)

Then the niNi basis elements of the Ni basis systems

{ | τiµ〉, µ = 1, . . . , ni}, τ = 1, . . . , Ni (B.4.13)

of D(i) are linearly independent.

B.4.3 Reduction of operator matrices

The basis vectors constructed above satisfy the orthogonality relation

〈τiµ |σkλ〉 = 〈τi‖σk〉δikδµλ (B.4.14)

independent of the indices µ, λ. This is a special case of the Wigner-Eckart
theorem (see B.2.26). The symmetry orbitals | τiµ〉 are orthogonal with re-
spect to i and µ but not, in general, with respect to τ . More generally, the
matrix of any operator Ô (such as the Hamiltonian or the overlap matrix)
invariant under the symmetry group of a molecule satisfies

〈τiµ | Ô |σkλ〉 = 〈τi‖ Ô |σk〉δikδµλ (B.4.15)

where 〈τi‖ Ô |σk〉 is the reduced matrix element of Ô, whose matrix decom-
poses into block diagonal form. The ni diagonal blocks forming a representa-
tion of D(i) are equal. This can be exploited to reduce effective Hamiltonian
matrix dimensions in molecular structure calculations.
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B.4.4 Time reversal

The time reversal operator defined in (A.4.17) is

T̂ = T̂0 ⊗ I2 =

(
T̂0 0
0 T̂0

)
. (B.4.16)

where the operator T̂0 acts on two-spinor components so that

T̂0
F (r)
r

χκm(θ, ϕ) = (−1)l−j+m K̂F (r)
r

χκ−m(θ, ϕ) (B.4.17)

We assume from now on that the radial amplitudes F (r) are real so that the
space of orbital AS maps onto itself under time reversal. The spinors ψ, T̂ ψ are
said to constitute a Kramers’ pair of states. If all interactions are invariant
under time reversal then, in particular, T̂ commutes with the Hamiltonian
and both ψ, T̂ ψ have the same energy eigenvalue E. This constitutes another
useful practical check on the consistency and accuracy of our equations of
motion.

We explore the connection between a representation D(i) and its image
D(i)∗ under time-reversal. The symbol Ĥ denotes any Hermitian operator
which is invariant under both the symmetry group and time reversal.

A. D(i) and D(i)∗ are equivalent to a real representation; D(i) can therefore
be taken as real, with 2ni elements of the basis systems { | τiµ〉 } and
{ | τiµ〉 } defined by

| τiµ〉 = | ρ a l j mν i µ〉,
| τiµ〉 = T̂ | τiµ〉 = (−1)l−j+m| ρ a l j −mν iµ〉. (B.4.18)

These are linearly independent, and

〈τi ‖Ĥ‖σi〉 = −〈τi ‖Ĥ‖σi〉∗,
〈τi ‖Ĥ‖σi〉 = +〈τi ‖Ĥ‖σi〉∗

(B.4.19)

B. D(k) := D(i)∗ and D(i) are inequivalent. In this case the basis systems
{ | τiµ〉 } and { | τkµ〉 } with

| τiµ〉 = | ρ a l j mν i µ〉,
| τkµ〉 = T̂ | τiµ〉 = (−1)l−j+m| ρ a l j −mν k µ〉. (B.4.20)

span orthogonal subspaces, and matrix elements in the two subspaces
satisfy

〈τk ‖Ĥ‖σk〉 = 〈τi ‖Ĥ‖σi〉∗ (B.4.21)
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C. D(i) and D(i)∗ are equivalent ao that we can find a unitary matrix B, the
same for all elements of the group, such that

D(i)∗(S) = B−1D(i)B (B.4.22)

but it is not possible to transform D(i) into a real representation as in
case A. It has been shown that the elements of B can be written

Bµλ = i f
(i)
λ δµ,λ, µ = ni − µ+ 1, f (i)

λ = ±1, f (i)
λ

= −f (i)
λ . (B.4.23)

The unitarity of B now shows that

D(i)∗
µν (S) = f (i)

µ f (i)
ν D

(i)∗
µν (S) (B.4.24)

There are two sub-cases with this structure:
C1. The basis systems with direct and reversed time span different rep-

resentation spaces of D(i). Then the 2ni elements of the two systems
are linearly independent, and

T̂ | τ1iµ〉 = f (i)
µ | τ1iµ〉 (B.4.25)

where
| τ1i µ〉 = | ρ a l j mν i µ〉
| τ1i, µ〉 = (−1)l−j+mf

(i)
ν | ρ a l j −mν iµ〉.

The matrix elements satisfy

〈τ1i ‖Ĥ‖σ1i〉 = −〈τ1i ‖Ĥ‖σ1i〉∗,
〈τ1i ‖Ĥ‖σ1i〉 = +〈τ1i ‖Ĥ‖σ1i〉∗.

(B.4.26)

C2. The basis systems with direct and reversed time span the same repre-
sentation space of D(i). In this case only ni linearly independent basis
vectors can be constructed and

T̂ | τ2iµ〉 = f (i)
µ ξ(i)τ2

| τ2iµ〉 (B.4.27)

where
| τ2iµ〉 = | ρ a l j mν i µ〉.

Writing
| τ2iµ〉 = f

(i)
µ T̂ | τ2iµ〉 (B.4.28)

results in the complex phase factor ξ(i)τ2 defined by

ξ(i)τ2
= 〈τ2i ‖τ2i〉/〈τ2i ‖τ2i〉, (B.4.29)

and
〈τ2i ‖Ĥ‖σ2i〉 = ξ(i)τ2

ξ(i)∗σ2
〈τ2i ‖Ĥ‖σ2i〉∗ (B.4.30)
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For both cases C1 and C2, the matrix elements coupling symmetry orbitals
satisfy

〈τ1i ‖Ĥ‖σ2i〉 = ξ
(i)∗
σ2 〈τ1i ‖Ĥ‖σ2i〉∗

〈τ2i ‖Ĥ‖σ1i〉 = ξ
(i)∗
τ2 〈τ2i ‖Ĥ‖σ1i〉∗

(B.4.31)

It is possible to determine whether a given irrep D(i) is of type A, B or C
by using the Frobenius-Schur test

1
h

∑
S

χ(i)(S2) =

⎧⎨⎩
1 in Case A,
0 in Case B,

−1 in Case C,
(B.4.32)

and cases C1 and C2 can be distinguished by testing for equality of |〈τi ‖τi〉|
and 〈τi ‖τi〉 where

| τi µ〉 = | ρ a l j mν i µ〉
| τi µ〉 = (−1)l−j+mf

(i)
ν | ρ a l j −mν iµ〉

This is satisfied in case C2 but not in case C1.

B.4.5 The TSYM software package

The TSYM package [19] computes the coefficients of a complete set of linearly
independent relativistic symmetry orbitals for 45 different point groups. Data
are provided for the groups Cn, Cnh, S2n, Cnv, Dn, Dnh, Dnd for n = 1, . . . , 6;
cubic groups; the tetrahedral groups T, Th, Td; the octahedral groups O,Oh;
and the icosahedral groups I, Ih. As supplied, the package is limited to systems
with no more than 20 atoms and no more than 10 sets of equivalent atoms.
The angular quantum numbers are limited by 0 ≤ l ≤ 5 and 1/2 ≤ j ≤ 9/2.
The user has to supply the positions of the atoms and the symmetry group
of interest, and the program generates the coefficients Cljνiµ

am,a′m′ defined by
(B.4.10). Full details of program usage are given in the writeup [19].

B.5 Basis sets in atomic and molecular physics

General references Chapter 5, [2], [3], [4] [21], [22]

Conventional texts on quantum mechanics highlight the use of complete or-
thonormal sets (CNOS) of functions. CNOS have many merits, but they are
not always as well suited to calculation on modern digital computers as are
certain types of non-orthogonal set. Unfortunately the theory of approxima-
tion by sets of non-orthogonal functions is rather more complicated than that
of CNOS. We therefore survey some of the issues that must be faced in choos-
ing basis sets for nonrelativistic atomic and molecular physics which will later
be generalized for use with Dirac spinors.
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We work in a separable Hilbert space H having a norm ‖ · ‖ and inner
product (·, ·). In nonrelativistic quantum mechanics, the relevant spaces are
L2(Rs) and related spaces, or else Sobolev spaces defined by

W
(r)
2 (Rs) := {f ∈ L2(Rs) | (c+ p2)r/2f̂(p) ∈ L2(Rs)} (B.5.1)

where f̂(p) denotes the Fourier transform of f , c is a positive real number,
and r a non-negative integer. It is clear that

W
(r+1)
2 (Rs) ⊂W (r)

2 (Rs) ⊂ L2(Rs), r = 1, 2, 3, . . . (B.5.2)

The norms of the spaces W (r)
2 (Rs) are stronger than those of L2(Rs).

Now suppose that we construct a sequence of approximations

ΨN =
N∑

n=1

cNn φn (B.5.3)

where {φn}∞
n=1 is an infinite set of basis functions. In general the coefficients

cNn depend on both the number of basis functions N used and the method
of determination. However, if the basis set {φn}∞

n=1 is complete, then we can
determine these coefficients so that

‖ΨN − Ψ‖ −→ 0, N −→∞, (B.5.4)

by, for example, a Rayleigh-Ritz process. Thus the capacity to approximate
Ψ is settled once we have demonstrated that {φn}∞

n=1 is complete in the
appropriate Hilbert space.

The behaviour of the coefficients {cNn }N
n=1 as N −→ ∞ is an entirely

different question that is related to the linear independence properties of the
basis set {φn}∞

n=1. Klahn [22] discusses these properties by examining the
answers to four questions:

1. If the sequence {ΨN} satisfies (B.5.4) does it follow that the sequence
c
(N)
n , N = n+ 1, n+ 2, . . . has a unique limit limit cn, independent of the

method of construction for each value n = 1, 2, . . .? If so, we can say that
Ψ has the formal expansion

Ψ ∼
∞∑

n=1

cnφn. (B.5.5)

2. Does the formal expansion (B.5.5) represent Ψ in the sense that∥∥∥∥∥
N∑

n=1

cnφn − Ψ
∥∥∥∥∥ −→ 0 as N −→∞ ? (B.5.6)

In that case we may write
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Ψ =
∞∑

n=1

cnφn (B.5.7)

in place of (B.5.5).
3. Does Ψ always determine the expansion coefficients cn uniquely?
4. Do the expansion coefficients cn determine the function Ψ uniquely?

There are a number of inequivalent criteria of linear independence for infi-
nite sets of functions in Hilbert spaces [22]. We start by considering finite-
dimensional unitary spaces HM of dimension M with inner product (·, ·). Let
{φn}N

n=1 be a set of functions in HM , and let [φn]Nn=1 denote its linear span.
Thus any Ψ ∈ [φn]Nn=1 has an expansion

Ψ =
N∑

n=1

cnφn

for suitable complex numbers cn, n = 1, . . . , N . We say that {φn}N
n=1 is com-

plete if
HM = [φn]Nn=1

so that any Ψ ∈ HM has such an expansion. Of course, the expansion co-
efficients are unique only if the system {φn}N

n=1 is linearly independent; a
complete set is linearly independent if and only if M = N .

Linear independence of {φn}N
n=1 in HM can be characterized by the fol-

lowing equivalent criteria:

•
∑N

n=1 cnφn = 0 if and only if cn = 0, n = 1, . . . , N .
• There exists a biorthonormal set (BOS) {φ∗

n}N
n=1 in HM such that, for all

m,n = 1, 2, . . . , N , (φ∗
m, φn) = δmn.

• The lowest eigenvalue µN
1 of the Gram matrix S(N)(φ1, . . . , φn), with ele-

ments given by S(N)
mn = (φm, φn), is a positive number3.

• The Gram determinant γN (φ1, . . . , φn = detS(N)(φ1, . . . , φn) is a positive
number.

Suppose that Ψ ∈ [φn]Nn=1; then if {φ∗
n}N

n=1 is linearly independent and there-
fore has a BOS, we can write

Ψ =
N∑

j=1

(Ψ, φ∗
j )φj

so that, in particular,

φ∗
i =

N∑
j=1

S
(N)∗
ij φj , S

(N)∗
ij = (φ∗

i , φ
∗
j )

3 S(N)(φ1, . . . , φn) is usually called the overlap matrix in the quantum chemistry
literature.
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Similarly

φi =
N∑

i=1

S
(N)
ij φ∗

j , S
(N)
ij = (φi, φj)

The first of these equations shows that the elements φ∗
i are always in [φn]Nn=1

in the finite dimensional case. It also follows that

S(N)∗S(N) = S(N)S(N)∗ = IN ,

where IN is the identity.
Things are a good deal more complicated in infinite-dimensional Hilbert

spaces. Let {φn}∞
n=1 be an infinite set of functions in the Hilbert space H and

let [φn] be its linear span and [φn] its closure in H. Then any Ψ ∈ [φn] can be
approximated by {φ∗

n}∞
n=1 in the sense of (B.5.4). This is obvious if {φ∗

n}∞
n=1

is complete in H. However, invoking completeness does not answer any of
the questions posed about the expansion coefficients of a given Ψ . There are
several linear independence criteria of increasing strength that help to do so:

• Finite linear independence The minimum requirement is that {φn}∞
n=1

has a linearly independent finite subset {φn}N
n=1 ⊂ H, where N =

1, 2, 3, . . .. Although this permits unique expansions of each Ψ ∈ [φn]Nn=1
it tells us nothing about the convergence of its Fourier coefficients as
N −→∞.

• ω-linear independence A set {φn}∞
n=1 is said to be ω-linearly indepen-

dent if the relation ∥∥∥∥∥
N∑

n=1

cnφn

∥∥∥∥∥ −→ 0 as N −→∞,

where cn are complex numbers, implies cn = 0, N = 1, 2, . . . .. Clearly ω-
linear independence implies finite linear independence, but the converse is
false. For example, suppose that {φn}∞

n=2 is a complete orthonormal set
and φ1 ∈ H but φ1 �∈ {φn}∞

n=2. Then {φn}∞
n=1 is finitely linearly indepen-

dent but ω-linearly dependent; for if c1 = −1 and cn = (φ1, φn), n ≥ 2
then

∥∥∥∑N
n=1 cnφn

∥∥∥ −→ 0 as N −→ ∞. Similarly, a basis set that is the
union of two complete orthonormal subsystems on different atomic centres
is also finitely linearly independent but ω-linearly dependent.

• Minimality A set {φn}∞
n=1 is said to be minimal (or strongly linearly

independent) in H if the relation φk �∈ [φ1, . . . , φk−1, φk+1, . . .] holds for all
k = 1, 2, . . . The following characterizations can be shown to be equivalent:
A. {φn}∞

n=1 is minimal in H.
B. The distance

δk = lim
N→∞

min
cn∈C

∥∥∥∥∥∥φk −
N∑

i=1,i 
=k

ciφi

∥∥∥∥∥∥ (B.5.8)

is a positive number ∀ k = 1, 2, . . ..
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C. There exists a BOS {φ∗
n}∞

n=1 in H such that (φ∗
m, φn) = δmn.

D. The relation ∥∥∥∥∥
N∑

n=1

cNn φn

∥∥∥∥∥ −→ 0 as N −→∞, n = 1, 2, . . .

where cNn are complex numbers implies cNn −→ 0.
E. For all positive integers N there exist constants CN with 1 ≤ CN <∞

such that ∥∥∥∥∥
N∑

n=1

cnφn

∥∥∥∥∥ ≤ CN

∥∥∥∥∥
N+M∑
n=1

cnφn

∥∥∥∥∥
for all integers M > 0 and all complex cn.

The definition of minimality ensures that no one element φk of a minimal set
can be approximated with arbitrary precision by the other elements of the set.
Thus deletion of any one element from {φn}∞

n=1, say the element φk, makes
the set in-complete. On the other hand, if a complete set is nonminimal, there
exists at least one element φk such that φk ∈ [φ1, . . . , φk−1, φk+1, . . .]; then
{φn}∞

n=1 is said to be over-complete, as the remaining subset is still complete.
As a corollary of C, we see that a complete set is exactly complete if and only
if it has a BOS, and is overcomplete if it does not.

The characterization C also shows that minimal basis sets are always ω-
linearly independent. For if Ψ =

∑∞
n=1 cnφn = 0, then the existence of a BOS

allows us to conclude that cn = (φ∗
n, Ψ) = 0. However, it is possible for ω-

linearly independent sets to be nonminimal; it is only necessary to demonstrate
the existence of an overcomplete ω-linearly independent set. Examples of such
sets are given in Klahn’s very comprehensive discussion.

Because a minimal set has a BOS, the expansion coefficients can be deter-
mined from the equations

cNn = (φ∗
n, ΨN ) =

(
φ∗

n,

N∑
i=1

cNi φi

)
∀ n = 1, 2, . . .

independently of the method of calculating the cNn . It can also be shown [22,
p. 170] that the rate of convergence is given by

|cNn − (φ∗
n, Ψ)| ≤ δ−1

n ‖ΨN − Ψ‖ ∀ n = 1, 2, . . .

where δn was defined in (B.5.8). Thus if {φn}∞
n=1 is an exactly complete basis

set, the terms of the formal biorthonormal expansion

Ψ ∼
∞∑

i=1

(φ∗
n, Ψ)φn

are well-defined for all Ψ ∈ H. When {φn}∞
n=1 is minimal and incomplete,

then the formal expansion remains well-defined for all Ψ ∈ [φn].
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We have already seen in §5.5 that the Rayleigh-Ritz method for nonrela-
tivistic Hamiltonians converges provided the underlying basis set is complete
in the appropriate Hilbert space. We now see that this need not guarantee
that the expansion coefficients cNn converge as N −→∞. However, if the basis
set is exactly complete in the Hilbert space, it is both complete and minimal,
and then the Rayleigh-Ritz method also constructs the formal expansion of Ψ
as N →∞.

B.5.1 The Coulomb Sturmian functions

The nonrelativistic Sturmian functions were defined by [23, 24] as the nor-
malised solutions of the differential equation[

− d2

dr2
+
l(l + 1)
r2

− 2E0 + 2αnlV (r)
]
Snl(r) = 0, 0 < r <∞, (B.5.9)

vanishing at the endpoints r = 0 and r = ∞. The integers n = 1, 2, 3, . . . and
l = 0, 1, . . . n−1 correspond to the usual nonrelativistic quantum numbers and
E0 is a fixed, negative number. The parameter αnl must be adjusted to ensure
that the boundary conditions are satisfied. The functions are orthonormal with
respect to the weight function V (r) (which must be strictly of one sign, usually
negative) so that ∫ ∞

0
Snl(r)Sn′l(r)V (r)dr = −δnn′ . (B.5.10)

The most important case is that in which V (r) is a Coulomb potential

V (r) = −Z
r
, 0 < r <∞.

We set E0 = −λ2/2, and rewrite (B.5.9) in terms of the independent variable
x = 2λr, so that [

− d2

dx2 +
l(l + 1)
x2 +

1
4
− αnlZ

λx

]
Snl(x) = 0, (B.5.11)

having the solutions

Snl(x) := Nnl snl(x), snl(x) = e−x/2xl+1L2l+1
n−l−1(x), n = l + 1, l + 2, . . . ,

(B.5.12)
which vanish at x = 0 and x = ∞ provided

n = αnlZ/λ.

The Lα
k (x) are Laguerre polynomials [25], andNnl is a normalization constant.

We recover the standard solutions for the radial hydrogenic eigenfunctions
when αnl = 1, giving E0 = −Z2/2n2. Notice that λ =

√
−2E0 (and therefore
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E0) is fixed for the Coulomb Sturmians whereas λ depends upon n for the
Schrödinger eigenfunctions.

The properties of the orthogonal polynomials Lα
k (x) are listed in many

compilations such as [25]. When α ≥ 1 they are orthogonal on (0,∞) with
weight function w(x) = e−xxα, such that∫ ∞

0
e−xxαLα

k (x)Lα
k′(x)dx =

Γ (α+ k + 1)
k!

δk,k′ . (B.5.13)

The generating function

Φ(α)(t, s) :=
∞∑

k=0

Lα
k (s)tk = (1− t)−α−1 exp

(
ts

t− 1

)
, |t| < 1, (B.5.14)

can be used to write down explicit representations of the polynomials. It also
provides an economical means of evaluating integrals of the form

〈kl|xp|k′l〉 =
∫ ∞

0
skl(x)xpsk′l(x)dx

for integer values of p for which this integral exists by identifying the coefficient
of tkuk′

in the integral

I
(p)
l (t, u) =

∫ ∞

0
e−xx2l+2+p Φ(2l+1)(t, x)Φ(2l+1)(u, x)dx

=
(2l + 2 + p)!

(1− tu)2l+3+p
[(1− t)(1− u)]1+p. (B.5.15)

Two cases have immediate application:

A. p = −1: then

I
(−1)
l (t, u) =

(2l + 1)!
(1− tu)2l+2 =

∞∑
k=0

(2l + k + 1)!
k!

(tu)k

from which we obtain

〈kl|x−1|k′l〉 =
(2l + k + 1)!

k!
δk,k′ , (B.5.16)

which agrees with (B.5.13) if we put α = 2l + 1 and k = n− l − 1.
B. p = 0: This gives the Gram (overlap) matrix, G, of Coulomb Sturmians.

In this case

I
(0)
l (t, u) =

(2l + 2)!
(1− tu)2l+3 [(1− t)(1− u)]

so that there are nonvanishing matrix elements for k′ = k ± 1 as well as
for k′ = k. We shall normalize the Sturmians so that
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〈kl|k′l〉 = δk,k′ , (B.5.17)

so that, remembering k = n− l − 1, (B.5.16) gives

Nnl =
[
(n− l − 1)!
2n(n+ l)!

]1/2

. (B.5.18)

The nonvanishing elements of the Gram matrix, are thus

gl
nn = 1, gl

n,n+1 = gl
n+1,n = −1

2

√
1− l(l + 1)

n(n+ 1)
, n = l + 1, l + 2, . . .

(B.5.19)

B.5.2 Completeness and linear independence of Coulomb
Sturmians

The classical proof that the orthonormal system (2/x)1/2Snl(x)
∞
n=l+1 is com-

plete in L2(R+) is given by [26, p. 170],[27, p. 95]. It follows that if we define
the functions on R3 → R by

φnlm(r) =
Snl(r)
r

Ylm(θ, ϕ), n ≥ l + 1, |m| ≤ l,

where (r, θ, ϕ) are spherical polar coordinates of the position r and Ylm(θ, ϕ)
are spherical harmonics, then the set {(2/r)1/2φnlm(r)} is a complete or-
thonormal system in L2(R3) [21, Lemma 6, p. 31]. Although the weighted
Sturmians are therefore a complete orthonormal set in L2(R3), it is often
more convenient to use the unweighted Sturmians, so that the Gram matrix
of the set {φnlm(r)} is tridiagonal in each infinite lm-subset. The completeness
and linear independence of the Coulomb Sturmians has to be reconsidered in
this context.

The existence of BOS with elements S∗
nl(x) = (2/x)Snl(x) and φ∗

nlm(x) =
(2Snl(x)/x2)Ylm(θ, ϕ) respectively is easily established. Thus the set {φnlm(x)}
is minimal and complete on the Sobolev spaces W (p)

2 (R3) for p = 1, 2, show-
ing that we can use L-spinor approximation in Rayleigh-Ritz calculations in
atomic and molecular problems.

Gerschgorin’s circle theorem [28, 29] allows us to verify that any N -
dimensional subset of the Coulomb Sturmians has a positive definite tridi-
agonal Gram matrix, G(N), when l > 0. Each eigenvalue, µ, is located in the
union of intervals 1− ρn ≤ µ ≤ 1 + ρn, where

ρn = |gn,n−1|+ |gn,n+1|, n = l + 1, l + 2, . . . , l +N,

so that

ρl+1 = |gl+1,l+2| =
1√

2l + 4
, ρn ∼ 1− l(l + 1)

n2 +O(n−3), n� l + 1.
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Thus all eigenvalues lie in the interior of the interval (0,2) so that G(N) is
strictly positive. Its condition number is kN = (1+ρN )/(1−ρN ) ∼ 2N2/l(l+1)
when N is large, so that the system is very well conditioned and there is little
danger of linear dependence problems in practice. This estimate fails when
l = 0, as gn,n+1 = −1/2 independent of the value of n. However the Gram
matrix is still positive definite, sinceG(N) is a tridiagonal matrix with diagonal
elements 1 and sub- and super-diagonal elements -1/2.

B.5.3 Basis sets of exponential-type functions

The use of functions of the general form

const. rl exp(−λkr
p)Y m

l (θ, ϕ)

as primitives for constructing radial wavefunctions is almost universal in ab
initio electronic structure calculations for atoms and molecules in nonrelativis-
tic quantum chemistry. The case p = 1, usually known as Slater-type functions
(STF), is most useful for atomic problems, as most schemes for constructing
the electron-electron interaction integrals involving more than one nuclear
centre are somewhat tedious. The case p = 2, the Gaussian-type functions
(GTF), have dominated relativistic molecular structure calculations because
of the relative ease of evaluating electron-electron interaction integrals.

The quality of this sort of approximation depends upon the choice of the
exponents {λµ}. Historically, hardware limitations have dictated the use of
basis sets of minimal dimension, and much effort has been devoted to the
tedious business of optimizing the exponent set for individual atomic ground
states. The results for GTF have been recorded in extensive tables such as
those of [30, 31, 32]. These tables do not cover elements heavier than the
lanthanides. Completeness issues are essentially irrelevant as far as minimal
basis sets are concerned. Linear independence is, on the other hand, essential
whatever the size of the basis set. However, if we are to construct a prac-
tical computational scheme for relativistic many-body theory and quantum
electrodynamics using basis sets of analytic functions, we should aim to use
families of functions with suitable completeness properties in an appropriate
Hilbert space. This ensures that even if we are compelled in reality to per-
form calculations with a finite subset of functions, we can in theory expect
the calculations to converge to whatever precision we demand by increasing
the size of the basis set. The careful review by Klahn [22] of linear indepen-
dence properties of infinite sets of functions used in quantum chemistry is an
invaluable guide to the technical complexities of the subject.

The mathematical properties of expansions in exponential type functions
are directly applicable to S- and G-spinors. The tabulated exponent sets [30,
31, 32] for STF and GTF basis sets have usually been carefully and laboriously
optimized against a particular test criterion, normally the ground state energy
of the target atomic or molecular system. In S-spinor atomic calculations with
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point nuclei, nonrelativistic STF parameters can be taken over more or less
unchanged, as the functional forms (5.9.1) incorporate most of the relativistic
changes to the radial amplitudes in the critical region near the nuclei. The
linear independence and completeness properties of STF sets then determine
the rate of convergence of the approximation as the basis set is enlarged in
much the same way as they do in nonrelativistic calculations. For G-spinor
basis sets, the position is very similar. Nonrelativistic GTF exponent sets for
the same target atom or molecule can often be adopted with little change.
However, the nucleus must be modelled as a finite size charge distribution,
and it is often desirable to add another G-spinor exponent to describe the
rapid variation of the wave function in the nuclear region.

One can often avoid much of the effort of optimizing basis sets by using
geometric sequences of exponents of the form

λn = αβn−1, n = 1, 2, . . . , N. (B.5.20)

These sets are often said to be ‘even-tempered’, a musical analogy that appar-
ently derives from the observation that exponent sets satisfying the condition

log λn = A+Bn, n = 1, 2, . . . , N

for some constants A and B are found to be optimal for atomic self-consistent
field calculations [33]. Such choices have a lot to recommend them as the re-
quired integrals can be expressed in terms of functions of the single parameter
β with α appearing only in external scale factors. However, the theory of such
basis sets is a little complicated by the fact that the set

λn = αβn−1, n = 1, 2, . . . ,∞ (B.5.21)

is overcomplete in L2(R+). This diagnosis rests on a form of the Müntz theo-
rem [22, p. 159]; this states that an STF set with positive parameters {λn}∞

n=1
is complete in L2(R+) if and only if

∞∑
n=1

λn/(1 + λ2
n) = ∞. (B.5.22)

The divergence of the infinite series is not affected by the deletion of a finite,
or even an infinite, number of terms so that if the set is indeed complete it is
over-complete in a quite spectacular way. Of course, we should like a minimal
set : one in which the deletion of even a single member results in an incomplete
set. On the face of it, this renders complete STF sets unsuitable for use in
variational calculations. However, there is a converse of the Müntz theorem
[22, p. 175], which states that an STO set is minimal in L2(R+) if and only
if ∞∑

n=1

λn/(1 + λ2
n) <∞ (B.5.23)
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so that it is then incomplete! This is indeed the case with even-tempered sets,
for which (B.5.23) holds for any fixed positive values of α or β. These sets
are also Riesz systems [22, p. 191], defined as sets which are both Hilbertian
(that is the eigenvalues of the Gram matrix are all finite) and Besselian (the
eigenvalues of the Gram matrix are all positive). In effect, this gives most of
what we need for practical calculations, although there remain elements of
L2(R+) that cannot be expanded in an even-tempered set.

A convenient procedure for extending even-tempered basis sets has been
proposed by Schmidt and Ruedenberg [35] and by Feller and Ruedenberg [36].
The idea is to construct a family of geometric parameters (B.5.21) in which the
parameters α and β are chosen so that (B.5.22) is satisfied in the limitN →∞.
They choose two monotone decreasing sequences of parameters αN → 0 and
βN → 1. In the form given by Wilson, [37], these are defined by

lnβN =
(
N − 1
N

)1/2

lnβN−1, αN =
(
βN − 1
βN−1 − 1

)1/2

.

In practice, extrapolation of such systematic sequences of basis sets with N
gives results that agree very well with those of well-converged finite difference
numerical integration algorithms. However, if the parameter β approaches too
close to unity, the condition number of the Gram matrix becomes very large
as N increases, and this sets a practical upper bound to the dimension of the
basis set as numerical instabilities set in.

Why, then, do the extrapolated results for bound states from such even-
tempered sets appear to converge to the same limit as those from finite differ-
ence calculations? The largest radial distance that can be represented by the
basis set is of order λ−1

1 , and the smallest is of order λ−1
N , so that functions

with support at greater or lesser distances are not representable within the
set. This is of little consequence for most bound state wavefunctions provided
the STFs span a wide enough range, and our intuitive feeling that such func-
tions can be well represented is fully justified. Functions in the continuum are
non-normalizable, and therefore one expects no convergence of the eigenvalue
or of the wavefunction. The main effect of the basis set is to confine the par-
ticle within a distance which is some multiple of λ−1

1 , and we find that the
function closely approximates continuum solutions of corresponding energy
at smaller distances. In the finite difference case, the precision of the result
depends upon the choice of grid, the size if the region on which it is placed,
and the way in which the boundaries are taken into account by the algorithm.
Bound state calculations are mainly affected by the grid size provided the
region is chosen to be sufficiently large, but highly excited bound states will
be less well represented, and continuum solutions are sensitive to the choice of
boundary condition at large distances. Continuum solutions with high energy
cannot be represented unless their wavelengths are large compared with the
grid spacing. We clearly must be alert to the limitations of all methods of
approximation.
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B.6 Finite difference methods for Dirac equations

General references [38], [39], [40], [41], [42]

B.6.1 An existence theorem

The Dirac equation is a first-order system of differential equations in two
dependent variables. It is therefore helpful to begin our discussion with a
standard existence theorem on which all methods of numerical integration of
ordinary differential equations depend.

Let w(t) be a two-dimensional vector-valued function of t such that

dw

dt
= F (t;w) (B.6.1)

on some interval. In the case of the Dirac equation, we write

w(t) :=
(
p(t)
q(t)

)
, F (t;w) =

(
F+1(t;w)
F−1(t;w)

)
where if t is a new independent variable such that r = f(t), with f ′(t) strictly
positive and let k(t) = f ′(t)/f(t), p(t) = P (f(t)) and q(t) = Q(f(t)). Under-
lying all attempts to construct a solution of this equation is the theorem [39,
p. 2]
Theorem B.12. Let F : R × R2 → R2 be a vector-valued function, F (t;w),
with domain D := [r0, R] × B, B := {u | ‖w‖ < ∞}, continuous on D and
satisfying there a Lipschitz condition

‖F (t;w)− F (t;x)‖ < K‖x− v‖
for some positive constant K for all (t, w) and (t, x) in D. Then

(a) the initial value problem

dw

dt
= F (t;w), w(t0) = w0,

has a unique solution w(t;w0) on [t0, R];
(b) the solution is Lipschitz continuous in w0, uniformly in t, that is

‖w(t;w0)− w(t;w1)‖ < eK(t−t0)‖w1 − w0‖
for all (t, w0) ∈ D and w(t;w1) ∈ D.

Here ‖w‖ denotes any convenient vector norm in R2, for example the maxi-
mum norm

‖w(t)‖∞ = max
t

(|p(t)|, |q(t)|)

or the Euclidean norm

‖w(t)‖2 = (|p(t)|2 + |q(t)|2)1/2.

The restriction to vectors in R2 is, of course, inessential, but is all that we
require to understand the application of finite difference methods to Dirac’s
equation.
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B.6.2 Initial value methods

The solution of ordinary differential equations by finite difference methods re-
lies on difference equations relating an approximate solution vj defined at grid
point tj to values at nearby grid points. These difference equations can either
be solved by marching along the grid or else by relaxation methods which
treat them as a set of simultaneous algebraic equations. Surveys of numeri-
cal methods for initial and boundary value problems for ordinary differential
equations offer many possibilities [38, 40, 41], many of which have been ap-
plied to Dirac’s equation. Early work on the DHF method, for example [43],
used Runge-Kutta procedures, which have the advantage of being one-step
methods needing no special attention to start off the marching process but
are not particularly efficient, and more recent work has used more efficient
linear multistep methods.

The grid points of the independent variable t will be taken to be uniformly
spaced, tj = t0 + jh, j = 0, 1, . . . , N ; we denote the grid-point values of the
approximate solution by vj ≈ w(tj), j = 0, 1, . . . , N . Consider a linear k-step
formula with the general form

k∑
j=0

αjvn+j = h

k∑
j=0

βjFn+j (B.6.2)

where Fj = F (tj ; vj), v0, v1, . . . , vk−1 are given and αj and βj are constants
with αk �= 0 and |α0|+|β0| �= 0. We associate (B.6.2) with the linear difference
operator

Lh[w](t) :=
k∑

j=0

{αjw(t+ jh)− hβjw
′(t+ jh)} (B.6.3)

By expanding w(t + jh) and w ′(t + jh) in a Taylor series about t, we have
that

Lh[w](t) := C0w(t) + C1hw
′(t) + . . .+ Cqh

qwq(t) + . . . (B.6.4)

We aim to choose the coefficients αj and βj in (B.6.2) such that the leading
terms on the right of (B.6.4) vanish: C0 = C1 = . . . = Cp = 0. The method is
then said to be of order p so that the first nonvanishing coefficient is Cp+1.

The relation between the solutions of the two systems (B.6.1) and (B.6.2)
is best described using the notions of local truncation error, consistency and
stability.

Local truncation error : The approximation {vj , j = 0, 1, . . . , N} satisfies
(B.6.2) exactly. However, if we replace each vk in (B.6.2) by the exact
solution w(tk) evaluated at the grid point tk, the result will, in general,
be non-zero. The local truncation error associated with the grid point j,
denoted τj [w], is defined by

τj [w] := Lh[w]j , j = 0, 1, . . . , N.
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Consistency : The scheme (B.6.2) is said to be consistent of order p > 1 with
(B.6.1) provided there exist constants K0 > 0, possibly depending on ε,
and h0 > 0 such that

‖τj [w]‖ ≤ K0h
p, j = 0, 1, . . . , N

for all t-grids with h ≤ h0 and for all solutions w(t) of (B.6.1), where
‖ . . . ‖ denotes a suitable vector norm.

Stability : The scheme (B.6.2) is said to be stable provided we can find num-
bers K1,K2 > 0 and h0 > 0 such that, for any function w defined on the
grid and for all h ≤ h0

‖wj‖ ≤ K1(‖w0‖+ ‖wN‖) +K2 max
1≤k≤N−1

‖Lh[w]k‖.

Theorem B.13. If the scheme (B.6.2) is stable and consistent of order p
then, for all grids for which h ≤ h0,

‖w(tj)− vj‖ ≤ K0K2h
p. (B.6.5)

The scheme (B.6.2) is then said to be convergent of order p for the differential
equation (B.6.1).

Proof : Write xj = w(tj)− vj ; then

Lh[x]j = Lh[w]j − Lh[v]j = τj [w] for j = 1, 2, . . . , N − 1

because the grid function v is a solution of (B.6.2). The result then follows
from the stability property.

�
The consistency property ensures that the difference equation (B.6.2) has

the differential equation (B.6.1), as its limit as h → 0. However, it is not
enough to ensure that the local truncation error(B.6.4) can be made as small
as we please4 as h → 0. We need stability to ensure that random errors do
not come to dominate the solution as we step along the grid. The theorem
shows that the error depends upon the step length, h and that the error in
the solution at each grid point is bounded by

‖w(tj)− vj‖ ≤M hp (B.6.6)

for some constant M , which will in general depend upon parameters such as
the eigenvalue ε.

4 Ignoring rounding errors.
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B.6.3 Linear multistep methods

A linear multistep method is said to be explicit if the coefficient βk of (B.6.2)
vanishes; otherwise the method is said to be implicit. The distinction is im-
portant for nonlinear differential equations; explicit methods give us the so-
lution vn+k immediately in terms of vn+k−1, . . . , vn without any further work
whereas vn+k appears in Fn+k so that it is necesary to solve a nonlinear
equation to obtain vn+k.

The stability of linear differential equations with constant coefficients gives
us a good feel for the local stability of a linear multistep method for more
general systems. Consider the initial value problem on an interval (a, b)

w′ = Aw, w(a) given. (B.6.7)

Let the fixed matrix A have a complete set of linearly independent eigenvectors
eλ and eigenvalues λ so that its solution is a linear combination

w(t) =
∑

λ

Cλ e
λt eλ

for some set of coefficients Cλ. An approximate solution vj on the grid can be
expanded similarly as a linear combination

vj =
∑

λ

vλ
j eλ (B.6.8)

where the numbers vλ
j satisfy the linear algebraic equations

k∑
j=0

{
αj − hβj

}
vλ

n+j = 0, (B.6.9)

h = λh and n = 0, 1, . . . , N − k. Linear difference equations with constant
coefficients such as (B.6.9) have solutions of the form

vλ
j =

k∑
i=0

cλi xi
j (B.6.10)

where the numbers xi are the roots of the characteristic polynomial

πh(x) = ρ(x)− hσ(x) (B.6.11)

in which

ρ(x) =
k∑

j=0

αjx
j , σ(x) =

k∑
j=0

βjx
j

are known respectively as the first and second characteristic polynomials.
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We have seen that the solutions of a finite difference method will approach
those of the original differential equation as h → 0 if the method is both
consistent and stable. The notion of stability has to do with sensitivity of
the solution to perturbations: we do not want small initial errors to grow to
dominate the solution as we step along the grid.

Whether a linear multistep method is stable for a particular stepsize h
depends on h = λh, and in particular on what happens when h→ 0. A linear
multistep method is said to be zero-stable if all roots of ρ(x) = 0 lie within and
on the unit circle, and those on the unit circle are simple. 5 Dahlquist [44, 45]
has proved the following

Theorem B.14. The solution of a linear multistep method converges to the
solution of the associated initial value problem for the differential equation as
h→ 0 if, and only if, the method is both consistent and zero-stable.

A linear multistep method is said to be absolutely stable if all the roots of
πh(x) lie inside the unit circle in the complex x-plane. Its region of absolute
stability consists of all (complex) h for which it is absolutely stable. Although
a zero-stable method must have all its roots within and on the unit circle,
the roots on the unit circle move off it when h becomes non-zero, and may
therefore move outside the unit circle. In particular, if the dominant root x0 of
πh(x) approximates an exponential solution, eλx, of the differential equation,
then we expect to find x0 ≈ 1+h+O(h

2
) so that if h = x/n, then (1+h)n =

(1 + λx/n)n → eλx as n→∞ for fixed x. Clearly x0 will be outside the unit
circle for some values of the exponent λ when h is non-zero.

The strongly stable methods are more useful. A method is said to be
strongly stable if it is both consistent and if ρ(x) has one root x0 = 1 with
all its remaining roots inside the unit circle. This is certainly the case for the
popular class of Adams methods, characterized by ρ(x) = xk−xk−1 for which
k−1 roots are at the origin. Explicit linear multistep methods of Adams type
are known as Adams-Bashforth methods, whilst implicit ones are known as
Adams-Moulton methods. Predictor-corrector methods use an explicit predic-
tor (P) step to get a first approximation to vn+k followed by an evaluation
(E) of Fn+k and then using this estimate in an implicit corrector (C) step to
obtain a better estimate of vn+k. In principle one could go on to iterate the
EC steps, but this is rarely worth the effort. The PEC combination of Adams
methods is known as an Adams-Bashforth-Moulton method.

The boundary of the region of stability, R, of a zero-stable method is
determined by points h = eiθ on the unit circle. From (B.6.11) we see that
the boundary points can be characterized as

∂R =
{
h |h = ρ(eiθ)/σ(eiθ), 0 ≤ θ < 2π

}
5 If the root xp occurs more than once, then contributions proportional to jxj

p and
so on will appear in (B.6.10). Such terms remain bounded if |xp| < 1, but will
lead to instability if |xp| = 1; we therefore want any roots on the unit circle to be
simple.
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so that locating the region of stability for any particular linear multistep
method is straightforward. Books such as those by Lambert [46] or Hall and
Watt [40, Chapter 2] survey many popular methods, noting that

• Explicit and PC methods have finite intervals of stability.
• Implicit methods usually have larger intervals of stability than explicit

methods.
• Generally the higher the order of a method, the more it restricts h.
• PECE methods restrict h less than PEC or PECEC methods.

Linear multistep methods have been used in a variety of relativistic self-
consistent field calculations. Coulthard [47] used Milne’s method, Smith and
Johnson [48] and Desclaux [49, 50] used a 5-step Adams-Bashforth-Moulton
method. The predictor (P) is

v
[0]
n+5 = vn+4 (B.6.12)

+
h

720
{1901Fn+4 − 2774Fn+3 + 2616Fn+2 − 1274Fn+1 + 251Fn}

and the corrector (C) is

v
[1]
n+5 = vn+4 (B.6.13)

+
h

720

{
251F [0]

n+5 + 646Fn+4 − 264Fn+3 + 106Fn+2 − 19Fn+1

}
where

F
[0]
n+5 = F (tn+5; v

[0]
n+5).

is an E step. Both P and C formulae are consistent of order 5, with principal
local truncation errors

τP [w](t) =
475
1440

h6w(6)(t), τC [w](t) =
−27
1440

h6w(6)(t).

“Milne’s device” [46, p. 91] estimates the accuracy of the method by noting
that the error in the C formula is τ [w]C(tn) = w(tn)− v[1]n +O(h7), and using
the corresponding result for the P formula to eliminate the unknown w(tn)
gives the error estimate

τC [w](t) =
27
502

(
v
[1]
n+5 − v

[0]
n+5

)
.+O(h7)

This estimate can either be used to monitor the accuracy of the calculation
or, following Desclaux [49, 50], used to correct the PEC result.

B.6.4 The nodal structure of Dirac radial wavefunctions

For bound states,
∫

I |P (r)|2 + |Q(r)|2 dr must be finite for all I ⊆ R+. This
condition determines the boundary behaviour in a neighbourhood of r = 0,
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§5.3, and also the asymptotic behaviour as r → ∞. As in nonrelativistic
physics, solutions for which the relativistic momentum p is real represent
scattering states whereas any for which p is imaginary must, if they exist,
represent bound states. The continuum solutions are normalizable on all finite
intervals [a, b] but not on the whole real line.

A phase amplitude representation of the radial functions is useful to un-
derstand how the nodal structure of Dirac radial amplitudes depends on the
eigenvalue parameter and influences the choice of algorithm for numerical inte-
gration. We assume that the function Z(r) = −rV (r) is positive and monotone
decreasing over the whole range of r, save possibly near the left endpoint r0.6

When ε < 0 so that the state is bound, the expression Z(r) + rε changes sign
at some radius rt. When 0 < r0 ≤ rt ≤ R <∞, this “classical turning point”7

divides the interval [r0, R] into an ‘inner’ and an ‘outer’ part. We assume, as
is reasonable for most bound state problems, that |(Z(r) + rε)/2rc2| � 1 in
the outer region. There is no turning point in the upper continuum (ε > 0 )
or in the lower continuum (ε < −2c2).

For a qualitative discussion, it is convenient to introduce a phase-amplitude
representation such that

Pε(r) = Aε(r) r−κ sin(ϕε(r)), cQε(r) = Aε(r) rκ cos(ϕε(r)). (B.6.14)

where
dϕε(r)
dr

= X(r) cos2 ϕε(r) + Y (r) sin2 ϕε(r) (B.6.15)

and

Aε(r) = Aε(r0) exp
∫ r

r0

{
−1

2
sin 2ϕε(s)[X(s)− Y (s)]

}
ds, (B.6.16)

in which

X(r) = r2κ

[
2 +

Z(r) + rε
rc2

]
is positive on [r0, R] under the stated conditions, and

Y (r) = r−2κZ(r) + rε
r

is positive for r < rt and negative for r > rt. Although the amplitude Aε(r)
varies, it is always of one sign, so that the distribution of zeros of the compo-
nents is determined by the phase angle ϕε(r). The right-hand side of (B.6.15)
is strictly positive for r < rt so that ϕε(r) is a monotone increasing function

6 Whilst this may appear unduly restrictive, it is in practice a good working hy-
pothesis.

7 The radius at which the classical orbit of a particle moving in the potential V (r)
would be an extremum.
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of r on this interval. The zeros of Pε(r) occur where ϕε(r) is an integer mul-
tiple of π, and those of Qε(r) are located at the odd integer multiples of π/2.
Equation (B.6.15) can be rewritten as

d

dr
cotϕε(r) = −Y (r)−X(r) cot2 ϕε(r)

so that for rt < r < R

d

dr
cotϕε(r) ≤ −Y (r) ⇒ cotϕε(r) ≤ cotϕε(rt)−

∫ r

rt

Y (s)ds,

The right-hand side is never unbounded so that tanϕε(r) never has a zero in
[rt, R]; all its zeros, the zeros of the large component Pε(r), must be located
to the left of the classical turning point.

By differentiating the relation (5.3.9) with respect to the variable b and
rewriting the result in phase-amplitude notation, we find

∂

∂r

(
A2

ε(r)
∂ϕε(r)
∂ε

)
> 0. (B.6.17)

so that ∂ϕε(r)/∂ε is an increasing function of r. Thus ϕε(r) is a continuous
increasing function of ε at a fixed value of r, so that the successive zeros
of both large and small components move inwards (outwards) as ε increases
(decreases).

It is continuity of the solutions with respect to ε that lies at the heart of
shooting methods for eigenvalue problems. At the origin, the initial conditions
are independent of the value of ε. We can choose the boundary condition at r =
R so that, say, ϕε(R) = nπ for some integer n. The continuity of the solutions
with respect to ε means that if there is an eigensolution for n = n0 with ε =
εn0 , then there will also be solutions for n = n0 +1, n0 +2, . . . with increasing
energies εn0 < εn0+1 < εn0+2, . . . For bound states, the location of the classical
turning point depends upon ε; rt increases as ε increases. The eigensolutions
decrease in amplitude on the interval (rt, R). This interval disappears when ε
is sufficiently large. When R → ∞ we shall hope to recover the usual bound
state spectrum in the region ε ≤ 0, and bound state eigensolutions must
exhibit a square integrable tail when r > rt.

In the continuum, there is no finite classical turning point and the solution
is everywhere oscillatory. There are two linearly independent solutions, only
one of which is finite at the origin.

By multiplying the inhomogeneous Dirac equation from the left with J−1,
where

J =
(

0 −1
1 0

)
,

we may put it in the form (B.6.1) with

F (t;w) = A(t)w(t) +B(t) (B.6.18)
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where, if r = f(t) and k(t) = f ′(t)/f(t),

A(t) = k(t) J−1
(
−(Y (r) + εr)/c κ

κ −(Y (r) + εr + 2c2r)/c

)
,

and B(t) = k(t) J−1X(r) where X(r) consists of (two-component) exchange
terms in MCDHF calculations together with Lagrange multiplier terms arising
from orthogonality constraints. The matrix A(t) has eigenvalues satisfying

λ2 = [k(t)]2
(
κ2 − (Y (r) + εr)(2rc2 + Y (r) + εr)/c2

)
. (B.6.19)

For simplicity, consider the usual grid for which r = f(t) = r0et, so that
k(t) = 1. Assume that we can ignore the r-dependence on the right hand
side so that (B.6.19) gives local estimates of λ. Then if Y (r) satisfies the
conditions of §B.6.4, λ2 < 0 to the left of the classical turning point, r < rt,
and is positive for r > rt. Thus h = ±i|λ|h is pure imaginary in r < rt.
The 5-step Adams-Moulton scheme (or PEC iterated to convergence) is then
absolutely stable for |h| < 1.3 locally implying that a practical criterion for
the maximum step length to the left of the classical turning point is

h < min
r0<r<rt

1.3
|λ| (B.6.20)

To the right of the classical turning point, the roots are both real, one being
positive and one negative. There is now one dominant root of the characteristic
equation for which, when λ > 0, x1 = exph+O(h

6
), the remaining roots going

to zero for large r. For λ < 0, the roots of the Adams-Moulton characteristic
equation are all inside R provided

h < min
rt<r<R

1.8
|λ| (B.6.21)

aso that the scheme is relatively stable. It follows that if we step inwards,
h < 0, the root of (B.6.19) with λ < 0 dominates in this region. In most
applications the choice of h is less restricted by the size of stability domains
than by the need for accuracy and the minimization of computational effort.

B.6.5 Discretization of two-point boundary value problems

The inhomogeneous Dirac problem

J
dw

dt
= F (t;w), 0 ≤ t ≤ T, w(0) = w0

is equivalent to the integral equation

J(w(t)− w0) =
∫ T

0
F (t, w(t)) dt.
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We can construct a discrete approximation to w(t) on a grid tj = jh, j =
0, 1, . . . , N spanning (0, T ), T = tN ) by replacing the integral on the right
hand side by a numerical quadrature. For simplicity consider the midpoint
rule, which gives us the equations

J(vj+1− vj) = hFj+1/2 + h τj+1/2, v0 = w0, j = 0, 1, . . . , N − 1 (B.6.22)

connecting consecutive vj ≈ w(tj), where Fj = F (tj , vj). Theorem B.13 shows
that if the local truncation error satisfies

‖τj+1/2‖ ≤ K0h
2,

then the midpoint rule gives the error estimate

‖ ej‖ = ‖w(tj)− vj ‖ ≤ K0K2h
2. (B.6.23)

Eigenvalue searches require some characteristic function, ψ(ε), whose roots
are the required eigenvalues. The double shooting method constructs the so-
lution by matching two pieces. Given a trial value of ε and initial values
P0, Q0 from by the power series expansion about the origin, we solve the
initial value problem by stepping outwards on the grid t0, t1, . . . , tJ , terminat-
ing with P (−)

J , Q
(−)
J . Similarly, we construct a trial solution on tJ , tJ+1, . . . , tN

with one condition P (−)
J = P

(+)
J at the join point tJ , choosing tN is sufficiently

large that PN , QN are sufficiently small. These solutions are continuous func-
tions of ε, and we can make the jump, ∆QJ = Q

(−)
J −Q(+)

J , vanish by choosing
ε to be an eigenvalue of the discretized problem. A convenient choice of char-
acteristic function using grid-point values is therefore ψh(ε) = ∆QJ ; denote
the corrsponding jump using solutions of the differential equation by ψ(ε).
Thus for the midpoint rule (B.6.22) we shall have

‖ ej ‖ ≤M(ε)h2, ‖ψ(ε)− ψh(ε) ‖ ≤ λM(ε)h2 (B.6.24)

where M(ε) is a positive number which may depend on ε and λ is a positive
constant of order unity. For a convergent scheme of order p the eigenvalue and
the truncation error both converge like hp as h→ 0 provided the initial guess
is sufficiently close:

Theorem B.15. Let ρ,m,K have the meanings of Theorem B.32 and take
λ,M(ε) as above. Suppose that the initial eigenvalue estimate ε(0) satisfies

| ε(0) − ε | ≤ ρ0 = ρ+Mhp

where
M = λ |m| max

| ε′−ε |≤ρ
M(ε′).

Let the grid solution obtained with the trial eigenvalue ε(ν−1), ν = 1, 2, . . . be
v
(ν)
j and let ψh(ε) be the corresponding characteristic function on the grid.
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Then if w(t) is the eigensolution of the differential equation with eigenvalue
ε, the error at the ν-th iteration is bounded by

| ε− ε(ν) | ≤ O(hp) +O(Kν), ‖w(tj)− v(ν)
j ‖ ≤ O(hp) +O(Kν).

Proof : The proof uses the notion of contracting maps: see Appendix B.8. The
eigenvalue is obtained as the limit of the sequence

ε(ν) = g(ε(ν−1))

where, (B.8.2), g(s) = s−mψ(s) for the solution of the differential equation.
The corresponding grid sequence differs so that

gh(ε(ν−1)) = g(ε(ν−1)) + δ(ν−1), |δ(ν−1)| ≤ δ = Mhp.

So starting with ν = 0, we have

| ε− ε(ν) | = | g(ε)− gh(ε(ν)) |
= | g(ε)− g(ε(ν−1))− δ(ν−1) |
≤ K | ε− ε(ν−1) |+Mhp.

at each stage. By induction we get

| ε− ε(ν) | ≤ Kν | ε− ε(0) |+ 1−Kν

1−K M hp,

because 0 < K < 1, establishing part of the theorem. To establish the remain-
der, we note that

‖w(tj)− v(ν)
j ‖ ≤ ‖w(tj)(ν) − v(ν)

j ‖+ ‖w(tj)(ν) − w(tj) ‖

where w(tj)(ν) is the solution of the differential equation using the eigenvalue
ε(ν). Now we have shown previously that

‖w(tj)(ν) − v(ν)
j ‖ < M(ε(ν)hp

and Lipschitz continuity of w(tj) with respect to ε is enough to establish that
there exists a constant µ > 0 such that

‖w(tj)(ν) − w(tj) ‖ < µ| ε(ν) − ε |,

from which the required bound follows immediately.

�
Rounding errors limit the precision of the calculation, so that there is

a practical limit on ν after which there is no improvement in the solution.
Note that this process is quite different from the more familiar variational
calculation of an eigenvalue using the Rayleigh quotient where a first order
error in the wavefunction only contributes to a second order error in the
eigenvalue.
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B.6.6 Two-point boundary value problems: the deferred correction
method

The idea of using simple low order difference equations with relatively poor
accuracy but adding difference corrections to the right-hand side using previ-
ous trial solutions was first proposed by Fox and Goodwin [51]. This fits well
with algorithms for solving eigenvalue problems, especially in the context of
self-consistent fields, where practical calculations require iterative determina-
tion of the eigenvalue and the difference corrections improve the accuracy of
the converged solution. A general theoretical basis for what has become known
as the method of deferred correction was provided by Pereyra [52, 53, 54].

We need to modify the notation in order to analyse this procedure. We
shall see below that each additional term in the local truncation error for the
midpoint rule in terms of central differences improves the leading error by a
factor O(h2). Let

L[w ](t) := L(1)[w | ε ](t)− L(2)[w ](t) = 0, (B.6.25)

where if r = f(t) and k(t) = f ′(t)/f(t),

L(1)[w | ε ](t) = J
dw

dt
+W (t)w(t), w(t) =

(
PA(r)
QA(r)

)
, (B.6.26)

with

W (t) = k(t)
(
−[Y (r) + εr]/c κ

κ −(Y (r) + εr + 2rc2)/c

)
,

L(2)[w](t) =
k(t)
c

{
X[w ] + r

∑
B

εBwB(t)

}
(B.6.27)

in its most general form. In the MCDHF equations, Y (r)/r is the direct po-
tential for the orbital A (whose label we have suppressed), and X[w ], the
exchange part of (7.4.7), is a linear integral expression in the unknown w(t),
wB(t) are two-component radial functions with the same orbital symmetry
whilst κ and εB are the Lagrange multipliers expressing orthogonality to other
orbitals with symmetry κ. After ν iterations we have trial solutions w(ν) for
all orbitals needed to construct the matrix W (ν)(t) and the right-hand sides,
together with estimates of the eigenvalue ε(ν) and the Lagrange multipliers.
We can express the problem of obtaining a new estimate w(ν+1) as that of
solving the inhomogeneous ordinary differential equation

L(1(ν))[w | ε(ν) ](t) = L(2(ν))[w(ν) ](t) (B.6.28)

with the usual bound state boundary conditions, where L(1(ν))[w | ε(ν) ] is
given by (B.6.26) with

W (ν)(t) = k(t)
(
−[Y (ν)(r) + ε(ν)r]/c κ

κ −(Y (ν)(r) + ε(ν)r + 2rc2)/c

)
,
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We now discretize (B.6.28) as in (B.6.22), retaining error terms involving
central differences of order up to 2p+ 1 on the right hand side

L(1(ν))
h [ v | ε(ν) ]j+1/2 = L(2(ν))

h [w(ν) ]j+1/2 + τ (p)[v]j+1/2 (B.6.29)

where

hL(1(ν))
h [ v | ε(ν) ]j+1/2 = J(vj+1 − vj) + hW [ν]

j+1/2 vj+1/2, (B.6.30)

hL(2(ν))
h [ v(ν) ]j+1/2 =

kj+1/2

c

{
X(ν)[ v(ν) ]j+1/2 (B.6.31)

+rj+1/2

(ν)∑
B

εBv
(ν)
B j+1/2

}
.

We obtain the midpoint quadrature rule if we omit the term τ (p)[v]j+1/2
from (B.6.29). The double shooting method needs values of v0 and vN to
start the integrations on the inner and outer intervals together with matching
conditions at their join. The converged eigenvalues and eigensolutions are only
accurate to O(h2).

We have so far defined vj only at grid points. Equations (B.6.30) and
(B.6.31 use values labelled j + 1/2, which we interpret as evaluating the ar-
guments of each expression at tj+1/2 = (tj + tj+1)/2. There is no problem
about evaluating explicit functions of r at grid points, but what are we to do
with X(ν)[ v(ν) ]j+1/2, W

(ν)
j+1/2 or the unknown vj+1/2 which are not necessar-

ily linear in the variable t? For the present, we shall assume that all quantities
indexed at j + 1/2 are defined as the arithmetic means, such as

vj+1/2 = (vj + vj+1)/2,

but we can use actual grid values where they are easy to calculate. We sum-
marize useful finite difference expressions that allow us to correct for this
below.

The deferred correction method retains the simplicity of a low order finite
difference method, but the error converges faster, like h2p, as h → 0. The
reason is indicated by

Theorem B.16. For each fixed value of p = 1, 2, . . ., the successive iterates
v
[ν]
n computed using the deferred correction scheme (B.6.29) approach the re-

quired eigensolution asymptotically with error estimates

‖v[ν]
j − w(rj)‖ ≤ O

(
h2ν+2)+O

(
h2p+2) (B.6.32)

and
|ε[ν+1] − ε| ≤ O

(
h2ν+2)+O

(
h2p+2)+O (Kν

n) , (B.6.33)

where Kn is a constant.
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Proof : The difference equation (B.6.29) is consistent of order h2p+2 because
of the presence of the truncation error terms hτ (p)[ v ]. Thus we can find a
positive constant Kp, independent of ε, such that on each interval

L(ν)
h [ v | ε(ν) ]j+1/2 + τ (p)[v]j+1/2 ≤ Kph

2p+2 (B.6.34)

where L(ν)
h [ v | ε(ν) ] = L(1(ν))

h [ v | ε(ν) ] − L(2(ν))
h [ v(ν) ]j+1/2. Provided the dif-

ference scheme generated by L(ν)
h [ v | ε(ν) ], is stable for h ≤ h0 we can find a

positive number L[ν] such that the error ej := vj − w(tj) satisfies

‖ej‖ ≤ L[ν+1] max
j
‖L(ν)

h [ v | ε(ν) ]j+1/2‖

for j = 1, 2, . . . , N . Now

L(ν)
h [ e | ε(ν) ]j+1/2 ={
L(ν)

h [w | ε(ν) ]− τ (p)[w]
}

j+1/2
−
{
L(ν)

h [ v | ε(ν) ]− τ (p)[v]
}

j+1/2

+ τ (p)[w ]j+1/2

The middle bracket vanishes by (B.6.31) and the last term cancels the local
truncation error in the first, which is bounded by (B.6.34). The local trunca-
tion error of the midpoint rule is O(h2), so that if the errors ej are bounded
by some constant m, then we can find a positive constant K ′

p such that

‖τ (p)[w ]j+1/2‖ ≤ K ′
pm

[ν]h2

where
m[ν]

n := max
j
‖w[ν]

n,j‖.

Combining these estimates gives

m[ν+1]
n ≤ L[ν+1]

{
Kph

2p+2 +K ′
ph

2m[ν]
n

}
Supposing that for all ν we can find a finite positive constant L such that
L[ν] ≤ L, we can choose h so that Kn = LK ′

ph
2 ≤ 1 for h sufficiently small.

The estimates of the theorem follow by induction as in Theorem B.15.

B.6.7 Construction of difference corrections

The shifting operator, E, relates quantities defined on a uniform grid with
stepsize h by

Ew(t) := w(t+ h), Epw(t) := w(t+ ph),
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where Ep steps p intervals8 along the grid. The central difference operator, δ,
is defined by

δ := E1/2 − E−1/2,

so that
δvj+1/2 = vj+1 − vj (B.6.35)

and, for example,

δ3vj+1/2 = (E1/2 − E−1/2)3vj+1/2 = vj+2 − 3vj+1 + 3vj − vj−1

Similarly, we can define the averaging operator

µvj+1/2 = (vj+1 + vj)/2

and the Taylor series operator by

f(x+ h) = Ef(x) = ehDf(x)

where D = d/dx, and the exponential is defined formally by the usual power
series expansion

ehD = 1 + hD + (hD)2/2! + . . . ,

which has a meaning for functions f(x) defined as polynomials in x or more
generally functions f(x) with continuous derivatives of sufficiently high order.
Relations between the various difference operators have been explored in detail
in such texts as [55, Chapter 5], [56, Chapter 7]. The derivative operator can
be expressed as

hD = logE = 2 log
[
(1 +

1
4
δ2)1/2 +

1
2
δ

]
= 2 arcsinh

δ

2
(B.6.36)

so that, formally, we have the expansion [55, Equation (5.3.120]

hf ′
j+1/2 =

(
δ − 1

24
δ3 +

3
640

δ5 − 5
7168

δ7 + . . .
)
fj+1/2 (B.6.37)

Another useful formula expresses a grid function at the mid-point of an in-
terval, tj+1/2 in terms of an expression with only grid values [55, Equation
(4.6.8)]:

fj+1/2 =
(

1− 1
8
δ2 +

3
128

δ4 − 5
1024

δ6 + . . .
)

(µfj+1/2), (B.6.38)

where
µfj+1/2 = (fj+1 + fj)/2.

A formula that enables us to generate difference corrections in (B.6.29)
can be obtained by inverting (B.6.37) after noting that (B.6.35)
8 p is not necessarily an integer.
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δfj+1/2 = fj+1 − fj

so that

fj+1 − fj =
(

1− 1
24
δ2 +

3
640

δ4 − 5
7168

δ6 + . . .
)−1

hf ′
j+1/2

(B.6.39)

=
(

1 +
1
24
δ2 − 17

5760
δ4 +

367
967680

δ6 + . . .
)
hf ′

j+1/2

Finally, by combining (B.6.39) with (B.6.38) we get

fj+1 − fj

=
(

1− 1
12
δ2 +

61
2830

δ4 − 563
120960

δ6 + . . .
)
h

2
(
f ′

j+1 + f ′
j

)
(B.6.40)

which expresses the integral over an interval in terms of central differences in-
volving grid points only. Central difference formulae are convenient for approx-
imating quantities at internal points on the grid. These must be supplemented
by equivalent forward or backward difference expressions, [55, Chapter 5], at
the ends of the range. Although these are needed at only a small number of
grid points, it is important to use expressions that give errors of the same
order in h as those used at internal points in order to obtain the full benefit
of the deferred correction procedure.

Equation (B.6.40) allows us to express the local truncation error in (B.6.22)
in terms of grid-point values of the function F :

hτj+1/2 =
(
− 1

12
δ2 +

61
2830

δ4 − 563
120960

δ6 + . . .
)
h

2
(Fj+1 + Fj) (B.6.41)

Thus the uncorrected algorithm is consistent to O(h2) and retaining only
the leading term of (B.6.41) gives a scheme that is consistent to O(h4). The
additional terms in this case are

hτ
(1)
j+1/2 = − 1

12
(Fj+2 + Fj−1 − (Fj+1 + Fj)) (B.6.42)

which can be used at all internal points. The overall local truncation error
becomes O(h4) when this is included. Note that if we index the equations
using j + 1/2, this expression is symmetric about the reference index.

B.6.8 Single stepping algorithms

We have seen that the numerical solution is stable with respect to stepping
outwards from the origin as far as the classical turning point, but requires
stepping in the opposite direction from the outer boundary to the turning
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point. The two cases are best treated separately. In particular,we can rearrange
the equations so that the outer boundary, which is initially unknown, can be
determined automatically by the method of solution.

We start with (B.6.22) for the ν + 1-st iteration,

J(vj+1 − vj) = hF
[ν]
j+1/2 + h τ [ν]

j+1/2, v0 = w0, j = 0, 1, . . . , N − 1

where, from (B.6.29) – (B.6.31),

hF
[ν]
j+1/2 = −hW [ν]

j+1/2vj+1/2 + hR′
j+1/2 (B.6.43)

where

hR′
j+1/2 =

kj+1/2

c

{
X(ν)[ v(ν) ]j+1/2 + rj+1/2

∑
B

ε
[ν]
B v

(ν)
B j+1/2

}
.

and

W
[ν]
j+1/2 = kj+1/2 (B.6.44)

×
(
−
[
Y (ν) + ε(ν)r

]
j+1/2 /c κ

κ −
[
Y (ν) + ε(ν)r + 2rc2

]
j+1/2 /c

)
,

At this point we have to choose how best to include deferred correction terms
into the right-hand side. It is convenient to evaluate W [ν]

j+1/2 separately using
(B.6.38) as this preserves the symmetry of the difference equation. We then
have

J(vj+1 − vj) +
h

2
W

[ν]
j+1/2(vj+1 + vj) = hRj+1/2 (B.6.45)

where, if T (δ) = 1−δ2/12+. . . is the difference operator appearing in (B.6.41),

hRj+1/2 =
h

2

(
R′[ν]

j+1 +R′[ν]
j

)
−T (δ)

h

2

{
W

[ν]
j+1/2

(
v
[ν]
j+1 + v[ν]

j

)
−
(
R′[ν]

j+1 +R′[ν]
j

)}
.

Ignoring all terms in T (δ) after the first is equivalent to using the trapezoidal
rule for the original quadrature.

B.6.9 Stepping outwards from the origin

Write (B.6.45) in the form(
J +

h

2
W

[ν]
j+1/2

)
vj+1 −

(
J − h

2
W

[ν]
j+1/2

)
vj = hRj+1/2

which we recast as
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vj+1 = Sj+1/2 vj + Tj+1/2 (B.6.46)

where

Sj+1/2 =
(
J +

h

2
W

[ν]
j+1/2

)−1(
J − h

2
W

[ν]
j+1/2

)
and

Tj+1/2 =
(
J +

h

2
W

[ν]
j+1/2

)−1

hRj+1/2

Because(
J ± h

2
W

[ν]
j+1/2

)
=

⎛⎝∓ 1
2hkj+1/2y

[ν]
j+1/2 −1± 1

2hκkj+1/2

1± 1
2hκkj+1/2 ∓ 1

2hkj+1/2

(
y
[ν]
j+1/2 + 2rj+1/2c

)⎞⎠
where yj+1/2 = (Y [ν]

j+1/2 + ε[ν] rj+1/2)/c, it follows that

(
J +

h

2
W

[ν]
j+1/2

)−1

=

∆−1
j+1/2

⎛⎝− 1
2hkj+1/2

(
y
[ν]
j+1/2 + 2rj+1/2c

)
1− 1

2hκkj+1/2

−1− 1
2hκkj+1/2 − 1

2hkj+1/2y
[ν]
j+1/2

⎞⎠
where

∆j+1/2 = det
(
J +

h

2
W

[ν]
j+1/2

)
= 1− 1

4
h2k2

j+1/2

[
κ2 − y[ν]

j+1/2

(
y
[ν]
j+1/2 + 2rj+1/2c

)]
.

The behaviour of the outward stepping formula (B.6.46) is determined by
the eigenvalues sj+1/2 of Sj+1/2. To simplify the analysis, we temporarily set
kj = 1, which is exact for an exponential grid. Then, dropping the subscripts
j + 1/2, we have

s =
1− hα/2
1 + hα/2

, (B.6.47)

where
α2 = κ2 − (2rc+ y[ν])y[ν]

We can simplify the argument still more by going to the nonrelativistic limit
(neglect y[ν] in comparison with 2rc) and approximate y[ν] by writing Y [ν]

j =

Z − σ[ν]
j , so that σ[ν]

j is a local screening number. Then

α2 ≈ 2r2
(
κ2

2r2
− Z − σ[ν]

r
− ε[ν]

)
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This has a familiar look: the three terms in brackets can be identified as a
centrifugal potential, a screened electrostatic potential and an energy param-
eter. Whilst the details will depend on the variation of σ[ν](r) with r, we can
distinguish at least three separate intervals. The centrifugal term dominates
for r < rc, say, so that α2 > 0 and the roots are real numbers ±α. Similarly
α2 > 0 when ε < 0 for some r > rt. However, α2 < 0 when rc < r < rt and the
roots are then of the form ±i |α |. It is well-known that further intervals of r
may occur in which α2 > 0 for f -shell electrons in rare earths – the so-called
double well potentials – but it is sufficient to consider only the simpler case
for present purposes.

When α2 is negative, the roots s of (B.6.47) occur as complex conjugate
pairs on the unit circle, so that we expect the solutions of (B.6.46) to be
trigonometric in rc < r < rt. In r < rc one of the two real roots of (B.6.47)
will have |s| > 1 and this will give a solution of increasing amplitude as we
step outwards. We encounter problems when stepping outwards for r > rt
because we want a normalizable decreasing solution. The unavoidable pres-
ence of errors introduces a component related to the root |s1| > 1 that will
overwhelm the wanted solution as r increases. We must therefore terminate
the inner integration at some grid point rJ near rt; the precise location is not
critical.

B.6.10 Algorithm for the outer region

The process (B.6.46) gives estimates of vj for all grid points 0 ≤ j ≤ J . If we
know the endpoint tN = T , then we can step inwards using

vj = Sj+1/2 vj+1 − Tj+1/2, j = N − 1, N − 2, . . . J. (B.6.48)

where Sj+1/2 and Tj+1/2 are the same as in (B.6.46). This equation results by
setting h → −h in (B.6.46) and rearranging. The dominant root of (B.6.47)
now the one we want and this process is therefore stable. Unfortunately we
may have little idea of the orbital size and an adaptive scheme which auto-
matically determines the boundary tN = T can avoid waste of memory and
computing effort.

Define new 2-component vectors

wJ−1/2 =
[

0
PJ

]
, wj+1/2 =

[
−Qj

Pj+1

]
, j = J, . . . , N − 1 (B.6.49)

where PJ has been obtained from the outward integration (B.6.39). Write

a±
j+1/2 = 1± 1

2
hκ kj+1/2,

b
[ν]
j+1/2 =

1
2
hkj+1/2y

[ν]
j+1/2,

d
[ν]
j+1/2 =

1
2
hkj+1/2(y

[ν]
j+1/2 + 2cr[ν]

j+1/2)
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along with the matrices

Bj+1/2 =

[
0 b[ν]

j+1/2

0 a−
j+1/2

]
,

Cj+1/2 =

[
−a+

j+1/2 −b
[ν]
j+1/2

d
[ν]
j+1/2 a+

j+1/2

]
(B.6.50)

Dj+1/2 =

[
−a−

j+1/2 0

−d[ν]
j+1/2 0

]
Then except at the endpoints, we have

−Bj+1/2wj−1/2 + Cj+1/2wj+1/2 −Dj+1/2wj+3/2 = hRj+1/2 (B.6.51)

for j = J + 1, J + 2, . . . , N − 2 whilst

CJ+1/2wJ+1/2 −DJ+1/2wJ+3/2 = hR̃J+1/2 (B.6.52)

with

hR̃J+1/2 = hRJ+1/2 +BJ+1/2wJ−1/2 =

(
R+

J+1/2 + b[ν]
J+1/2PJ

R−
J+1/2 + a−

J+1/2PJ

)
and

−BN−1/2wN−3/2 + CN−1/2wN−1/2 = R̃N−1/2 (B.6.53)

where

R̃N−1/2 = RN−1/2 +D[ν]
N−1/2wN+1/2 =

(
R+

N−1/2 + a−
N−1/2QN

R−
N−1/2 + d[ν]

N−1/2QN

)
.

We define R̃j+1/2 = Rj+1/2 for j = J + 1, . . . , N − 2. This has converted the
difference equations (B.6.46) into a tri-diagonal form that can be solved by
Gauss elimination. The algorithm (Algorithm 5.1 in the text) is simplified by
the block 2× 2 matrix structure:

(a) With the initial values

EJ := 0, xJ−1/2 := wJ−1/2,

form the matrices Ej and the vectors xj+1/2 for j = J, . . . , N − 1 from
the equations

Ej+1 := (Cj+1/2 −Bj+1/2Ej)−1Dj+1/2 (B.6.54)

and

xj+1/2 := (Cj+1/2 −Bj+1/2Ej)−1(R̃j+1/2 +Bj+1/2xj−1/2). (B.6.55)
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(b) Starting from the boundary value wN+1/2 form the solution for j =
N,N − 1, . . . , J + 1 from

wj−1/2 := Ejwj+1/2 + xj+1/2. (B.6.56)

The algorithm is particularly simple to implement as Ej , like Dj+1/2, has
a null second column:

Ej =
[
e+j 0
e−j 0

]
.

and, if
(
Cj+1/2 −Bj+1/2Ej

)
is nonsingular, then(

Cj+1/2 −Bj+1/2Ej

)−1 (B.6.57)

=
(
∆′

j+1/2

)−1
(

a+
j+1/2 b

[ν]
j+1/2

a−
j+1/2e

−
j − d[ν]

j+1/2 −a
+
j+1/2 − b

[ν]
j+1/2e

−
j

)

where

∆′
j+1/2 = −e−j

(
a+

j+1/2b
[ν]
j+1/2 + a−

j+1/2b
[ν]
j+1/2

)
−
(
a+

j+1/2a
+
j+1/2 − b

[ν]
j+1/2d

[ν]
j+1/2

)
Then (B.6.54) gives the non-zero components of Ej+1 as

e+j+1 = −
(
a+

j+1/2a
−
j+1/2 + b[ν]

j+1/2d
[ν]
j+1/2

)
/∆′

j+1/2 (B.6.58)

e−j+1 =
{(
a+

j+1/2d
[ν]
j+1/2 + a−

j+1/2d
[ν]
j+1/2

)
(B.6.59)

−e−j
(
a−

j+1/2a
−
j+1/2 − b

[ν]
j+1/2d

[ν]
j+1/2

)}
/∆′

j+1/2

The rest of the algebra is straightforward.

B.6.11 The boundary condition at T = tN

The boundary condition at T = tN can be determined automatically. For the
bound states of isolated atoms, wN+1/2 tends to zero when N is sufficiently
large, so we can choose

wN+1/2 =
[
−QN

0

]
= 0 (B.6.60)

and test ‖xN−1/2‖ to ensure that it is smaller than some specified tolerance
for several consecutive steps. Once this condition has been satisfied, we can
apply the backwards recursion (B.6.56) to step back to the join point.

The Dirac R-matrix method [57] for electron-atom scattering and pho-
toionization partitions configuration space into two regions: the inner region
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is atom-centred, a sphere of radius R large enough to contain most of the elec-
trons of the target atom, and it is assumed that exchange between an electron
in the outer region and the core can be ignored. On the R-matrix boundary
we assume that the target orbitals satisfy the Pauli relation

QN

PN
=
b+ κ
2cR

(B.6.61)

where b is an arbitrary constant. The upper line of equation (B.6.56),

wN−1/2 := EN wN+1/2 + xN+1/2

is
PN = −e−N QN + x+

N+1/2

which with (B.6.61) yields

PN =
2Rc x+

N+1/2

2Rc+ (b+ κ)e−N

so that we can start the inward sweep with a finite initial value

QN =
(b+ κ)x+

N+1/2

2Rc+ (b+ κ)e−N
. (B.6.62)

in equation (B.6.56).

B.6.12 The boundary condition at the origin

The inner boundary at t = 0 is close to the origin (r = 0). We need only
one starting value, v0, from the power series expansion of §5.4.1. For a point
nucleus,

P (r) ≈ rγ [p0 + p1 r + . . .], Q(r) ≈ rγ [q0 + q1 r + . . .],

where γ = +
√
κ2 − Z2/c2 and

q0
p0

=
Z

c(κ− γ) =
c(κ+ γ)
Z

For a finite nuclear model with (direct) potential

−Y (r)/r ≈ −(Y1 + Y2 r + . . .)

we have

P (r) ≈ p0 rl+1 +O(rl+3), Q(r) ≈ q1 rl+2 +O(rl+4)
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for κ < 0 with
q1
p0

=
ε+ Y1

c(2l + 3)
, p1 = q0 = 0

or
P (r) ≈ p1 rl+1 +O(rl+3), Q(r) ≈ q0 rl +O(rl+2)

for κ > 0 with
p1
q0

= − ε+ Y1

c(2l + 1)
, q1 = p0 = 0

We use the symbol A to denote the leading coefficient, p0 or q0; all other
coefficients in the series expansion are simple multiples of A, which is fixed by
normalization. The power series expansions of the X and Y potentials have
to be taken into account in higher order terms to ensure that all expressions
are truncated at the appropriate order of h.

B.6.13 Improving a trial solution

We have so far generated an approximate particular solution for the target
orbital wavefunction u(t) in two parts:

• An inner solution {v(P )
j : at grid points j = 0, 1, . . . J and

• An outer solution {v(P )
j : at grid points j = J, J + 1, . . . N .

At the join point J we have a common value of P (P )
J but the inner and outer

solutions have different values of Q(P )
J ; we denote the difference by ∆Q(P )

J .
The corresponding grid solution of the homogeneous equation satisfying the
same boundary conditions will have a jump ∆Q(H)

J unless ε happens to be an
eigenvalue of the homogeneous equation. Thus we can construct a solution vj

with ∆QJ = 0 as

vj = v
(P )
j + αv(H)

j , α = −∆Q(P )
J /∆Q

(H)
J . (B.6.1)

Because v(P )
j and v

(H)
j have the same leading coefficient, A, the result of

(B.6.1) is to replace A by A(1 + α).
This procedure generates a grid solution vj that satisfies the finite dif-

ference equations of the shooting method at all grid points as long as ε is
not an eigenvalue of the corresponding homogeneous equation. We now show
that these equations can be reformulated in a manner similar to that used in
Fischer’s nonrelativistic MCHF algorithms [58, §3.11.4] as(

T [ν] − ε[ν]S
)

v = R (B.6.2)

where T [ν],S are real symmetric 2N + 2 × 2N + 2 matrices, v is a 2N + 2
column vector whose N components are the 2-vectors vj , and R is formed
in a similar way. The matrix T [ν] is a representation of the Dirac operator
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on the grid, and S allows for the scale change in the mapping t → r = f(t).
Everything else, including the deferred difference corrections, goes into R.
This representation underpins the algorithms 5.2 and 5.3. We first rearrange
equation (B.6.45)

J(vj+1 − vj) +
h

2
W

[ν]
j+1/2(vj + vj+1) = hRj+1/2,

and separate W [ν]
j+1/2 into two parts,

W
[ν]
j+1/2 = V

[ν]
j+1/2 − ε

[ν]Sj+1/2, (B.6.3)

where

V
[ν]
j+1/2 = kj+1/2

⎛⎜⎝−1
c
Y

(ν)
j+1/2 κ

κ −1
c
Y

(ν)
j+1/2 − 2crj+1/2

⎞⎟⎠ ,
and

Sj+1/2 =
1
c
kj+1/2rj+1/2

(
1 0
0 1

)
.

are symmetric matrices. Multiply from the left by the adjoint (vj +vj+1)† and
sum over j. The resulting quadratic expression can be written in the form

v†
{(

T [ν] − ε[ν]S
)

v −R
}

= 0 (B.6.4)

consistent with (B.6.2). The matrix elements of T [ν] are

Tjj = V
[ν]
j , Tj,j+1 = +

J

h
+

1
2
V

[ν]
j+1/2, Tj+1,j = −J

h
+

1
2
V

[ν]
j+1/2.

where the matrices V [ν]
j+1/2 are defined at the midpoints of the intervals

(tj .tj+1), and the diagonal elements are mean values

V
[ν]
0 =

1
2
V

[ν]
1/2, V

[ν]
N =

1
2
V

[ν]
N−1/2, V

[ν]
j =

1
2

(
V

[ν]
j+1/2 + V [ν]

j−1/2

)
, 0 < j < N.

Similarly, S has elements

Sjj = Sj , Sj,j+1 = Sj+1,j =
1
2
Sj+1/2,

where Sj , and also the component vectors Rj , are defined in the same way
as V j . The symmetry of the matrix T [ν] can be demonstrated by noting that
J† = −J . All other pieces are clearly symmetric.
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B.7 Eigenfunction expansions for the radially reduced
Dirac equation

General references [59], [60], [61]

The theory of eigenfunction expansions for the Dirac radial operator on
a finite interval is essential for certain applications, especially the R-matrix
method of §9.3. Mathematical textbook treatments (for example, Thaller [62])
have generally ignored the subject. Stakgold [61] discusses the problem for
second-order differential equations but not linear systems such as Dirac’s equa-
tion. The present treatment follows closely the analysis of general first-order
differential systems given by Atkinson [60, Chapter 9].

B.7.1 The fundamental lemma

In the notation of (5.3.1)–(5.3.3) the radially reduced Dirac equation can be
written

Tκ uεκ(r) =
{
cJ
d

dr
+Wκ(r)− ε

}
uεκ(r) = ε uεκ(r) (B.7.1)

where

uεκ(r) =
(
Pεκ(r)
Qεκ(r)

)
, Wκ(r) =

(
V (r) cκ/r
cκ/r −2c2 + V (r)

)
(B.7.2)

and

J =
(

0 −1
1 0

)
(B.7.3)

is a skew-symmetric matrix.
First consider the initial-value problem for (B.7.1) on a finite closed inter-

val [R1, R2] ∈ R+. Assume Vκ(r) is real symmetric, integrable and continuous
on [R1, R2] and that u(R1) is given. There exists an unique continuously dif-
ferentiable solution (see, for example, [59, Chapter 3]). We restate Lemma 5.3
and its corollary, which play an important part in this investigation:

Lemma B.17. Let u1(r) and u2(r) satisfy (B.7.1) in some interval (α, β) ⊆
[R1, R2] with complex parameters ε1, ε2 ∈ C respectively. Define

s12(r) = cu2
†(r)Ju1(r) ≡ c [Q∗

2(r)P1(r)− P ∗
2 (r)Q1(r)]. (B.7.4)

so that s12(r) = −s21∗(r) Then

s12(β)− s12(α) = (ε1 − ε∗2)
∫ β

α

u†
2(r)u1(r)dr. (B.7.5)
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Corollary B.18. When ε1 = ε2 = ε and u1(r) = u2(r) = u(r), (B.7.5)
reduces to

sε(r)− sε(R1) = 2i�ε
∫ r

R1

u†(s)u(s)ds, (B.7.6)

so that sε(r) is constant on [R1, R2] when ε is real.

The scalar s12(r) is the relativistic analogue of the Wronskian of two solutions
of the Schrödinger equation because

lim
c→∞

s12(r) →
1
2

[
dP ∗

2 (r)
dr

P1(r)− P ∗
2 (r)

dP1(r)
dr

]
(B.7.7)

in the nonrelativistic limit. In Corollagry B.18, sε(r) can be interpreted as the
radial component of the probability current and, when ε is real, its indepen-
dence of r expresses particle conservation.

We define the fundamental matrix solution of the initial value problem as
the 2× 2 matrix Uε(r) such that

Uε(R1) = I, (B.7.8)

where I is the identity matrix. The columns of Uε(r) are thus two linearly
independent solutions of the initial value problem, say u1

ε(r), u
2
ε(r), with the

same parameter ε and such that

u1
ε(R1) =

[
1
0

]
, u2

ε(R1) =
[

0
1

]
.

Defining
Sε(r) := cUε

†(r) J Uε(r),

we have
Sε(r)− Sε(R1) = 2i�ε

∫ r

R1

Uε
†(s)Uε(s)ds (B.7.9)

so that when ε is real,

Sε(r) = cJ, R1 ≤ r ≤ R2. (B.7.10)

B.7.2 Boundary conditions: the two-point boundary value problem

When boundary conditions are imposed at both endpoints R1, R2, solutions
only exist when ε is an eigenvalue of (B.7.1). In order to treat this problem for
the Dirac linear system, we consider a class of boundary conditions defined
by a nontrivial vector v and square matrices M and N such that

u(R1) = Mv, u(R2) = Nv, (B.7.11)

satisfying two conditions
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A M†JM = N†JN ;
B Mv = 0 and Nv = 0 implies v = 0.

Condition A is equivalent to the assertion that sε(R1) = sε(R2), consistent
with the Corollary B.18 when ε is real. We can satisfy these conditions by
choosing real rank-1 matrices

M =
[

0 m
0 1

]
, N =

[
1 0
n 0 .

]
,

This ensures
M†JM = N†JN = 0,

so that

P (R1) = v2, Q(R1) = mv2, P (R2) = v1, Q(R2) = nv1, (B.7.12)

where v1, v2, the components of v, are arbitrary complex numbers.

B.7.3 Boundary conditions at the nucleus

The behaviour of solutions of Dirac radial equations near the nucleus is dis-
cussed in §5.3 using power series expansions. The leading terms give values of
m and v2 at a point R1 close to the origin; equation (5.4.7) applies to the case
of a point charge nucleus, and (5.4.8), (5.4.9) to the case of a finite nucleus.

B.7.4 Pauli approximation at R2

For low-energy electron processes it is often sufficient to assume that the
ratio of Dirac radial amplitudes at the outer boundary satisfies the Pauli
approximation. This determines the ratio

n = (b+ κ)/2R2c (B.7.13)

where b is an arbitrary real constant (often set equal to zero). The value of v1
need not be specified and depends on the normalization of the solution.

Equation (B.7.13) imposes a value of n that is particularly convenient if
the energy parameter is so small that the dynamics can be treated as nonrel-
ativistic for r > R2. It is useful to remember that this boundary condition is
still compatible with relativistic electron dynamics in r > R2.

B.7.5 The MIT bag model at R2

The MIT Bag Model of QCD [63] was devised to confine relativistic quarks
within a finite volume, the “bag”, whilst avoiding problems with Klein’s para-
dox that occur if one attempts to use a confining potential wall. In atomic
physics, it has been used in connection with B-spline representations of elec-
tronic states [64].This model is equivalent to setting n = 1 with v1 arbitrary
as before.
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B.7.6 The eigenvalue spectrum

In this section, we discuss the eigenvalues of the two-point boundary value
problem for the radial Dirac equation when the boundary conditions are of
the general class of §B.7.2.

Theorem B.19. The eigenvalues of the 2-point boundary value problem on
the interval [R1, R2],

Tκuε(r) = εuε(r), uε(R1) = Mv, uε(R2) = Nv (B.7.14)

are all real and have no finite limit point. Let S = {εk, k ∈ Z} be ordered
by increasing absolute value and assume, without loss of generality, that no
eigenvalue is zero. Then

∞∑
k=0

|εk|−1−δ

converges for any value δ > 0.

Proof : Suppose that (B.7.14) possesses a complex eigenvalue ε associated with
some non-zero vector v. By hypothesis, Mv and Nv are not both zero, so that
uε(R1) and uε(R2) are not both zero and uε(r) must be a non-trivial solution.
Condition A implies that sε(R1) = sε(R2) and therefore, by Corollary 5.1,

� ε
∫ R2

R1

u†
ε(r)uε(r)dr = 0.

because uε(r) is nontrivial, the integral is strictly positive and � ε = 0, so
that all eigenvalues are real.

The unique solution of the initial value problem with uε(R1) given can be
written in terms of the fundamental matrix solution as

uε(r) = Uε(r)uε(R1), r ∈ [R1, R2], (B.7.15)

and therefore
uε(R2) = Nv = Uε(R2)Mv. (B.7.16)

If this equation is to have a nontrivial solution v, the eigenvalue must satisfy
the condition

det(N − Uε(R2)M) = 0. (B.7.17)

Conversely, if ε is a eigenvalue, then the equation (N − Uε(R2)M)v = 0,
has a nontrivial solution vε and hence there exists a solution of (B.7.1) with
uε(R1) = Mvε and uε(R2) = Nvε, where vε is determined up to a normaliza-
tion constant. Now each solution of the corresponding initial value problem
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with the given initial condition is an entire function of ε.9 Hence Uε(r) is also
an entire function of ε for each fixed r ∈ [R1, R2] and so is the left-hand side
of (B.7.17). As det(N − Uε(R2)M) has no complex zeros, it cannot vanish
identically, and the zeros can have no finite limit point. We can therefore order
the eigenvalues so that

0 < |ε0| ≤ |ε1| ≤ |ε2| ≤ . . .

repeating multiple eigenvalues the appropriate number of times. For suffi-
ciently large k, it is easy to show that

|εk| ∼
2πc

R2 −R1
k, k � 1,

from which the last part follows. �

This result implies that the eigenvalue spectrum for this problem has both
positive and negative discrete energy values, and is unbounded in both direc-
tions. The solutions represent bound states and pseudo-states with energies in
the range (−2c2, 0) and pseudo-states in the intervals (−∞,−2c2) and (0,∞).

B.7.7 The inhomogeneous boundary value problem

Consider the inhomogeneous boundary value problem

(Tκ − ε)u(r) = −f(r), R1 < r < R2, (B.7.18)

with boundary conditions u(R1) = Mv and u(R2) = Nv. This problem has a
solution

u(r) =
∫ R2

R1

G(r, s, ; ε) f(s) ds. (B.7.19)

whenever ε is not an eigenvalue of the eigenvalue problem for the homogeneous
equation, where the functionG(r, s, ; ε) is called the resolvent kernel or Green’s
function matrix for the problem. To construct the Green’s function, we look
for a vector z(r) such that

u(r) = Uε(r) z(r), r ∈ [R1, R2]

where Uε(r) is the fundamental matrix solution defined in §B.7.1. It follows
that

cJUε(r)
dz

dr
= −f(r),

and multiplying on the left by Uε
†(r) and using (B.7.10) we get

9 A complex function f(z) is said to be an entire function if its only singularity
is an isolated singularity at z = ∞. If this is a pole of order m, then f(z) is a
polynomial of degree m.
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dz

dr
=

1
c
J U†

ε (r)f(r)

so that
z(r) = z(R1) +

1
c

∫ r

R1

J U†
ε (s)f(s) ds

and
u(r) = Uε(r) z(R1) +

1
c

∫ r

R1

Uε(r)J U†
ε (s)f(s) ds (B.7.20)

Because Uε(R1) = I this satisfies the initial condition at r = R1, and it also
satisfies the second boundary condition u(R2) = Nv

Nv = Uε(R2)Mv +
1
c

∫ R2

R1

Uε(R2)J U†
ε (s)f(s) ds

Thus

v = (N − Uε(R2)M)−1 1
c

∫ R2

R1

Uε(R2)J U†
ε (s)f(s) ds

whenever ε is not an eigenvalue of the homogeneous eigenvalue problem. Sub-
stituting back in (B.7.20) gives

Theorem B.20. Whenever ε is not an eigenvalue of the homogeneous eigen-
value problem (B.7.14) and f(r) ∈ [L2(R1, R2)]2, the inhomogeneous boundary
value problem (B.7.18) has a solution of the form (B.7.19) with

G(r, s; ε) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1
c
Uε(r)

[
I +M(N − Uε(R2)M)−1Uε(R2)

]
J U†

ε (s),

R1 ≤ s < r ≤ R2,
1
c
Uε(r)

[
M(N − Uε(R2)M)−1Uε(R2)

]
J U†

ε (s),

R1 ≤ r < s ≤ R2.

Corollary B.21. G(r, s; ε) is continuous on the square [R1, R2] × [R1, R2]
except on the line s = r where it has a jump discontinuity given by

[G(r, s; ε)]s=r+0
s=r−0 = −1

c
Uε(r)J U†

ε (r) = −J
c
. (B.7.21)

Theorem B.22. When s �= r and neither ε1 nor ε2 are eigenvalues of
(B.7.14), we have

G(r, s; ε1)−G†(s, r; ε2) = (ε∗2 − ε1)
∫ R2

R1

G†(t, r; ε2)G(t, s; ε1) dt (B.7.22)

on [R1, R2]× [R1, R2]. In particular if ε∗2 = ε1, then

G(r, s; ε1) = G†(s, r; ε∗1).
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Proof : For the inhomogeneous problem (B.7.18)

s12(R2)− s12(R1) (B.7.23)

= (ε1 − ε∗2)
∫ R2

R1

u†
2(r)u1(r) dr −

∫ R2

R1

(
u†

2(r) f1(r)− f
†
2 (r)u1(r)

)
dr

The left-hand side vanishes by virtue of the boundary conditions and on sub-
stituting for u1(r) and u2(r) from(B.7.19) we get∫ R2

R1

∫ R2

R1

f†
2 (r)

{
G(r, s; ε1)−G†(s, r; ε2)

−(ε∗2 − ε1)
∫ R2

R1

G†(t, r; ε2)G(t, s; ε1) dt

}
f1(s)dr ds = 0,

from which the result follows.

�
Define

G(r, r; ε) :=
1
2

[G(r, r + 0; ε) +G(r, r − 0; ε)] (B.7.24)

and the matrix-valued characteristic function

F (ε) := G(R1, R1; ε) (B.7.25)

=
1
2c
(
M + U−1

ε (R2)N
) (
M − U−1

ε (R2)N
)−1

J−1.

This enables us to write the Green’s function more compactly as

G(r, s; ε) =
{
Uε(r)

[
F (ε) + (2cJ)−1

]
U†

ε (s), r < s,
Uε(r)

[
F (ε)− (2cJ)−1

]
U†

ε (s), s < r
(B.7.26)

from which
G(r, r; ε) = Uε(r)F (ε)U†

ε (r). (B.7.27)

From (B.7.22) we have

G(r, r; ε1)−G†(r, r; ε2) = (ε∗2 − ε1)
∫ R2

R1

G†(t, r; ε2)G(t, r; ε1) dt

= (ε∗2 − ε1)
∫ R2

R1

G(r, t; ε∗2)G(t, r; ε1) dt.

Setting ε = ε1 = ε2, and using the definition of the charecteristic function
(B.7.25) gives

�F (ε) = −�ε
∫ R2

R1

G(R1, t; ε∗)G(t, R1; ε) dt, (B.7.28)

where, by symmetry, the integral is positive definite. The fact that Uε(r) is an
entire function of ε for each value of r means that F (ε) carries full information
about the singularities of the Green’s function. This gives the important result
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Theorem B.23. The matrix characteristic function F (ε) is Hermitian for
real values of ε and is finite except for poles. When ε is complex, then �F (ε)
and �ε have opposite sign.

Corollary B.24. F (ε) has only simple poles coinciding with the zeros of
det(N − Uε(R2)M). Thus there exists a harmonic series in a neighbourhood
of each zero ε = εk such that

F (ε) =
Pk

ε− εk
+ Fk(ε) (B.7.29)

where Fk(ε) is holomorphic in a neighbourhood of εk.

Sketch of proof For full details, see [60].

A scalar function f(λ) of a complex variable λ is said to be of nega-
tive imaginary type if it is holomorphic on the upper half-plane and satisfies
�f(λ) ≤ 0 for �λ > 0. Suppose that f(λ) is meromorphic, real when λ is
real (apart from its (real) poles); thus �f(λ) > 0 when �λ < 0. A necessary
and sufficient condition that f(λ) be a rational function with these proper-
ties is that f(λ) = p(λ)/q(λ), where p(λ) and q(λ) are polynomials with real
coefficients and real simple zeros that have no zeros in common. The zeros of
p(λ) must separate those of q(λ). This result can be extended, to all functions
f(λ) that are holomorphic, save possibly for poles on the real axis that have
no finite limit point, for which �f(λ) and �λ have opposite signs, Then the
zeros of f(λ) on the real axis separate, and are separated by, the poles. The
final step to extend this to matrix valued functions completes the proof.

�

Theorem B.25. F (ε) and (a fortiori) G(r, s; ε) possess discrete simple poles
on the real axis. The residues at ε = εk are Pk = wk w

†
k and uk(r)u†

k(s)
respectively.

Proof : Equation (B.7.25) can be recast as

2c F (ε) J U−1
ε (R2) (Uε(R2)M −N) = U−1

ε (R2) (Uε(R2)M +N)

The right-hand side is regular for all finite ε, so that

Pk

ε− εk
J U−1

ε (R2) (Uε(R2)M −N)

is bounded in s neighbourhood of ε = εk, and in particular

Pk J U
−1
ε (R2) (Uε(R2 )M −N) = 0.
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Because εk is a simple pole, (Uε(R2)M −N) has rank 1 and as J and U−1
ε (R2)

are both nonsingular, Pk (a 2 × 2 matrix) also has rank 1. Applying this to
equation (B.7.26), we see that

G(r, s; ε) = Uεk
(r)

Pk

ε− εk
U†

εk
(s) +Gk(r, s; ε) (B.7.30)

where Gk(r, s; ε) is holomorphic in a neighbourhood of εk.
The eigenvalue equation (Tκ − εk)uk = 0 is equivalent to

(Tκ − ε)uk = −(ε− εk)uk,

with solution

uk(r) = (ε− εk)
∫ R2

R1

G(r, s; ε)uk(s) ds. (B.7.31)

As ε→ εk, we obtain from (B.7.30)

uk(r) =
∫ R2

R1

Uεk
(r)Pk U

†
εk

(s)uk(s) ds.

beacuse uk(r) = Uεk
(r)wk this can be written

Uεk
(r)

{
wk − Pk

∫ R2

R1

U†
εk

(s)Uεk
(s) dswk

}
= 0.

The bracketed expression must therefore vanish, and we see that

wk = PkWkwk, (B.7.32)

where Wk =
∫ R2

R1
U†

εk
(s)Uεk

(s) ds is a symmetric positive definite matrix
which has a positive definite square root, in terms of which (B.7.32) becomes

w̃k = W
1/2
k PkW

1/2
k w̃k.

where w̃k = W
1/2
k wk. If the eigenvectors are normalized on [R1, R2] so that∫ R2

R1

u†
k(r)uk(r) dr = 1,

then

1 =
∫ R2

R1

w†
k U

†
εk

(r)Uεk
(r)wk dr = w†

kWk wk = w̃†
k w̃k

so that W 1/2
k PkW

1/2
k = w̃k w̃

†
k from which

Pk = W
−1/2
k w̃†

k w̃kW
−1/2
k = wk w

†
k. (B.7.33)

Subsituting in (B.7.31) gives the Green’s function residue

lim
ε→εk

(ε− εk)G(r, s; ε) = uk(r)u†
k(s) (B.7.34)

�
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B.7.8 Eigenfunction expansions

Let εi be an eigenvalue of (B.7.1), with corresponding eigenfunction ui(r) and
boundary value vector vi, so that

ui(R1) = Mvi, ui(R2) = Nvi. (B.7.35)

The fundamental Lemma 5.3 and the boundary conditions (B.7.35) together
imply the usual orthonormality condition∫ R2

R1

ui
†(r)uj(r) dr = δij . (B.7.36)

In what follows, we assume that there are no multiple eigenvalues, the case of
immediate interest; see [60] for a treatment in full generality.

Theorem B.25 suggests that the Green’s function can be expanded in the
form

G(r, s; ε) ∼
∑

k

uk(r)u†
k(s)

ε− εk
(B.7.37)

where the sign ∼ implies that this is only formal equality at this stage. Sub-
stituting in (B.7.19) gives the formal expansion

u(r) ∼
∑

k

uk(r)ck, ck =
∫ R2

R1

u†
k(r)
ε− εk

f(r) dr (B.7.38)

and inserting this into (B.7.18) gives

f(r) ∼
∑

k

uk(r)dk, dk = (ε− εk) ck =
∫ R2

R1

u†
k(r)f(r) dr. (B.7.39)

We have still to establish in what sense the eigenfunction expansions (B.7.37)–
(B.7.39) converge. Using (B.7.15), we can express (B.7.39) compactly in terms
of the quantity

ψ(ε) =
∫ R2

R1

U†
ε (r) f(r) dr (B.7.40)

as dk = w†
kψ(εk) with wk = Mvk. The formal expansion (B.7.39) can therefore

be written as a Stieltjes integral

f(r) ∼
∫ ∞

−∞
Uε(r) dρ(ε)ψ(ε), (B.7.41)

where ρ(ε), the spectral function, is a matrix-valued step function, jumping
by (wk w

†
k) at each eigenvalue. An eigenvalue which has multiplicity r is asso-

ciated with an r-fold jump.
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Define the residual error of a partial sum of the eigenfunction expansion
of u(r) (B.7.38) by

EK [u](r) := u(r)−
∑

|εk|≤K

uk(r)ck; (B.7.42)

EK [f ](r) is defined in a similar way. The following theorem is based on [60,
Theorem 9.6.2]:

Theorem B.26. Let f(r), R1 ≤ r ≤ R2 be measurable and let
∫ R2

R1
f†(r)f(r)dr,

be finite. Let u(r) be absolutely continuous and satisfy almost everywhere the
inhomogeneous boundary value problem (B.7.18). Then, for any K > 0,∫ R2

R1

EK [u]†(r)EK [u](r)dr ≤ 1
K2

∫ R2

R1

f†(r)f(r)dr (B.7.43)

Corollary B.27. The right hand side of (B.7.43) vanishes as K →∞ because∫ R2

R1
f†(r)f(r)dr is finite, showing that the eigenfunction expansion (B.7.38)

converges in mean square.

We shall omit the lengthy proof, which appears in [60, §9.6] in a more general
form. It requires the following:

Lemma B.28. (cf. [60, Lemmas 9.6.1, 9.6.2])

Let Tκ have no zero eigenvalues and let v(r) be the solution a.e. of

Tκ v(r) = −f(r), r ∈ [R1, R2], v(R1) = Mv, v(R2) = Nv,

where f(r) is a measurable function in [L2)R1, R2)]2, and let f(r) be orthog-
onal to all uk(r) with |εk| ≤ K for any real K > 0; then∫ R2

R1

EK [u]†(r)EK [u](r)dr ≤ 1
K2

∫ R2

R1

f†(r)f(r)dr.

The result is still valid even if Tκ has a zero eigenvalue.

It is possible to prove that the eigenfunction expansion converges uniformly
and absolutely on the whole interval R1 ≤ r ≤ R2. This requires some auxil-
iary results.

Theorem B.29. For r ∈ [R1, R2].

(a) If ε is not an eigenvalue of (B.7.14), then

∑
k

uk(r)u†
k(r)

|ε− εk|2
≤
∫ R2

R1

G(r, s; ε)G†(r, s; ε) ds (B.7.44)
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(b) If ε is not an eigenvalue of (B.7.14), then

∑
k

u†
k(r)uk(r)
|ε− εk|2

≤ trace
∫ R2

R1

G(r, s; ε)G†(r, s; ε) ds (B.7.45)

(c)
∑

k

u†
k(r)uk(r)
1 + ε2k

is absolutely convergent on [R1, R2].

Proof : When ε is not an eigenvalue of (B.7.14), the 2× 2 matrix

∫ R2

R1

⎧⎨⎩G(r, s; ε)−
∑

|εk|≤K

uk(r)u†
k(s)

ε− εk

⎫⎬⎭
×

⎧⎨⎩G†(r, s; ε)−
∑

|εk|≤K

uk(s)u†
k(r)

ε− εk

⎫⎬⎭ ds
is non-negative definite. Part (a) follows on using (B.7.31) (valid when ε
is not an eigenvalue, and taking the trace gives part (b). Part (c) follows
from part (b) by using the fact that i is not an eigenvalue and noting that
|i− εk|2 = 1 + ε2k. �
The next theorem establishes that the eigenfunction expansion converges ab-
solutely and uniformly on [R1, R2]:

Theorem B.30. With the assumptions of Theorem B.26, the eigenfunction
expansion ∑

k

uk(r) ck,

converges uniformly and absolutely to u(r) on [R1, R2].

Proof : It is sufficient to consider only the scalar series∑
k

[
u†

k(r)uk(r)
]1/2

|ck|

because each component of the vector uk(r) is bounded in absolute value

by ‖uk‖ =
[
u†

k(r)uk(r)
]1/2

. Choose positive integers p,K. By the Cauchy-
Schwarz inequality,{

K+p∑
k=K

[
u†

k(r)uk(r)
]1/2

|ck|
}2

≤
K+p∑
k=K

u†
k(r)uk(r)
1 + ε2k

K+p∑
k=K

(1 + ε2k) |ck|2.

(B.7.46)

Because
∫ R2

R1
E†

K [u](r)EK [u](r) dr ≥ 0 and
∫ R2

R1
E†

K [f ](r)EK [f ](r) dr ≥ 0, we
have the Bessel inequalities
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∞∑
0

|ck|2 ≤
∫ R2

R1

u†(r)u(r) dr,
∞∑
0

|ck εk|2 ≤
∫ R2

R1

f†(r)f(r) dr

from which we infer that, for each fixed K sufficiently large,

lim
p→∞

K+p∑
k=K

(1 + ε2k) |ck|2

is bounded. By Theorem B.29, part (c), the first sum in (B.7.46) is bounded,

from which absolute convergence of
∑

k

[
u†

k(r)uk(r)
]1/2

|ck| and hence of the
eigenfunction expansion of u(r) on [R1, R2] follows. The Cauchy convergence
principle now assures us that because

lim
K→∞

K+p∑
k=K

(1 + ε2k) |ck|2 = 0.

for each fixed p > 0, then the eigenfunction expansion also converges uniformly
as K →∞ on [R1, R2]. �

B.8 Iterative processes in nonlinear systems of equations

General references [39], [42]

Algorithms for solving nonlinear systems of equations by iteration usually
depend on the notion of a contraction mapping [42, Chapter 3] [39, §1.4].
Suppose that we wish to solve a simple nonlinear equation in one variable,

ψ(s) = 0, (B.8.1)

iteratively. We consider an associated equation

s = g(s), g(s) = s−m(s)ψ(s), (B.8.2)

where m(s) is bounded and non-vanishing on some interval (s∗, s∗) , but need
not be defined more closely at this stage. The corresponding iterative process
in Rk is defined by

Algorithm B.1 Let s denote a point of Rk.

1. Set initial estimate s[0].
2. For ν = 0, 1, . . . let s[ν+1] = g(s[ν]).
3. Stop when ‖s[ν+1] − s[ν]‖ is sufficiently small.

The contraction mapping theorem gives conditions for the Algorithm B.1 to
converge.:
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Theorem B.31. Let g(s) : Rk → Rk satisfy the Lipschitz condition

‖g(s)− g(t)‖ ≤ λ‖s− t‖, 0 ≤ λ < 1,

for all s and t in some neighbourhood Nρ(s[0]) , where

Nρ(s[0]) =
{

s : ‖s− s[0]‖ ≤ ρ
}
.

Let s[0] be such that
‖s[0] − g(s[0])‖ ≤ (1− λ)ρ.

Then the points s[ν] generated by Algorithm B.1 satisfy

(a) s[ν] ∈ Nρ(s)[0]), ν = 0, 1, . . .;
(b) s[ν] → S as ν →∞.
(c) S is the unique root of S = g(S) in Nρ(s[0]).
(d) ‖s[ν] − S‖ ≤ λν(1− λ)−1‖s[1] − s[0]‖ ≤ λνρ.

The short proof brings out important features of the iterative process. By
hypothesis, s[1] = g(s[0]) is in Nρ(s)[0]. Suppose that s[2], . . . s[ν] also are in
Nρ(s)[0]; then

‖s[ν+1] − s[ν]‖ = ‖g(s[ν])− g(s[ν−1]‖ ≤ λ‖s[ν] − s[ν−1]‖.

Applying this recursively gives

‖s[ν] − s[ν−1]‖ ≤ λν

1− λρ,

and so as 0 ≤ λ < 1,

‖s[ν+1] − s[0]‖ ≤ ‖s[ν+1] − s[ν]‖+ ‖s[ν] − s[ν−1]‖+ . . .+ ‖s[1] − s[0]‖
= (λν + λν−1 + . . .+ 1)(1− λ)ρ
≤ ρ, (B.8.3)

so that s[ν+1] is also in Nρ(s)[0], proving (a). To prove (b), we need to show
that { s[ν] } is a Cauchy sequence, and hence has a limit S. This follows
because

‖s[ν+µ] − s[ν]‖ ≤ λνρ (B.8.4)

for all µ > 0, by an argument similar to that used in (B.8.3). Part (c) follows
by considering the the limit of s[ν+1] = g(s[ν]) as ν →∞. To prove uniqueness
we observe that if there were two roots S and S′ in Nρ(s)[0]), then

‖S − S′‖ = ‖g(S)− g(S′)‖ ≤ λ‖S − S′‖.

because λ < 1, this can only be true if S = S′. Part (d) follows by a calcula-
tion on the lines of (B.8.3) and is consistent with taking the limit of (B.8.4)
as µ→∞.
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The contraction mapping theorem shows that if we can find an expression
g(s) which is a contraction mapping, and an initial estimate sufficiently close
to the root we want, then the algorithm converges. The error decreases by a
factor λ in each iteration. The main difficulty for many applications is that
it is not always easy to predict a domain containing a fixed point of the
mapping so that there is no guarantee that the initial guess s[0] will lead to a
successful outcome. Moreover a poorly selected g(s) will only converge slowly,
so that there are many obstacles to overcome in practice. In the case of the
one-dimensional process (B.8.2), we can be a bit more specific.

Theorem B.32. We seek a root sn in an interval Dn = {s : |s− sn| ≤ ρn}.
Let γn and Γn have the same sign, γnΓn > 0, where

|γn| = min
∣∣∣∣dψds

∣∣∣∣ , |Γn| = max
∣∣∣∣dψds

∣∣∣∣ , s ∈ Dn.

Choose mn such that |mn| < 2/Γn,

Kn = min{|1−mnγn|, |1−mnΓn|} < 1,

and an initial estimate s[0]n so that

|s[0]n − sn| ≤ (1−Kn)ρn.

Then the sequence of iterates defined by

s[ν+1]
n = g(s[ν]

n ) = s[ν]
n −mnψ(s[ν]

n )

converges to sn. The choice mn = 2/(γn + Γn) gives the error estimate

|s[ν]
n − sn| < Kν

n|ψ(s[0]n )/γn|, ν = 1, 2, . . .

Proof : The hypotheses ensure that dψ/ds does not vanish in Dn, and it there-
fore has an unique sign on that interval. Now for any two points s, s′ ∈ Dn,

g(s′)− g(s) = s′ − s−mn[ψ(s′)− ψ(s0] = (s′ − s)
[
1−mn

dψ

ds

]
where, by the mean value theorem, dψ/ds is the derivative evaluated at some
point s = s+ θ(s′ − s) where 0 < θ < 1. It follows that

|g(s′)− g(s)| < Kn|s′ − s|,

so that g(s) gives a contraction map and the iteration converges by Theorem
B.31. The choice mn = 2/(γn + Γn) minimizes Kn and leads to the quoted
error estimate. �

This argument shows that the choice of mn is not critical, although it
clearly affects the rate of convergence. It is obviously desirable to choose mn
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to minimize the number Kn by which the error is reduced in each iteration. In
fact, convergence can be accelerated by changingmn at each step. In Newton’s
method we write

ψ(s[ν+1]
n ) = ψ(s[ν]

n ) + (s[ν+1]
n − s[ν]

n )
dψ(s[ν]

n )
ds

≈ 0.

Rearranging gives

s[ν+1]
n = s[ν]

n − ψ(s[ν]
n )

[
dψ(s[ν]

n )
ds

]−1

,

or equivalently

m[ν]
n =

[
dψ(s[ν]

n )
ds

]−1

.

Provided dψ/ds is also Lipschitz continuous in a neighbourhood of sn we can
find a constant Mn such that

|s[ν+1]
n − sn| < Mn|s[ν]

n − sn|2,

giving much faster quadratic convergence.

B.9 Lagrangian and Hamiltonian methods

General references [65], [66]

B.9.1 Lagrange’s equations

The Lagrangian and Hamiltonian formalism of classical and quantum field
theories is modelled on the classical mechanics presented in texts such as [65]
or [66]. If q denotes a set of configuration variables {q1, . . . , qN} and q̇ denotes
their velocities at time t, then the action associated with the system is

S :=
∫ t2

t1

L[q1(t) . . . qn(t), q̇1(t) . . . , q̇N (t)]dt (B.9.1)

where L[q1(t) . . . qn(t), q̇1(t) . . . , q̇N (t)] depends on the positions and velocities
and may, for open systems, depend on the time variable t as well. The principle
of least action states that the physical trajectory of the system, expressed by
the functional dependence q(t), is that for which S is stationary with respect
to small changes qn(t) → qn(t) + δqn(t) in the trajectory subject to suitable
boundary conditions, say qn(t1) = q

(1)
n , qn(t2) = q

(2)
n . Considering S as a

functional of the coordinates, we have
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δS[q] := S[q + δq]− S[q]

=
∫ t2

t1

N∑
n=1

[
∂L

∂qn(t)
δqn(t) +

∂L

∂q̇n(t)
δq̇n(t)

]
dt = 0, (B.9.2)

where δq̇n(t) = dδqn(t)/dt and δq(t1) = δq(t2) = 0. Integrating the last term
by parts and using the boundary conditions gives

δS[q] =
∫ t2

t1

N∑
n=1

δS

δqn(t)
δqn(t) dt (B.9.3)

where the variational derivative, defined by

δS

δqn(t)
:=

∂L

∂qn(t)
− d

dt

(
∂L

∂q̇n(t)

)
= 0, n = 1, . . . , N, (B.9.4)

vanishes by (B.9.2) because the variations δqn(t) are independent. The La-
grange equations (B.9.4), one for each degree of freedom, yield the Newton
equations of motion for conservative mechanical systems when L[q(t), q̇(t)] is
the difference of a kinetic energy expression, T (q, q̇) and a potential energy
expression, V (q). In the presence of electromagnetic forces, as in (2.6.36), the
potential energy term acquires a velocity-dependent character.

The equations are unchanged if we add to L[q(t), q̇(t)] a total derivative
with respect to time. In this case, boundary condition terms are added to the
action.

B.9.2 Hamilton’s equations

The generalized momenta of the system are defined by

pn(t) :=
∂L

∂q̇n(t)
. (B.9.5)

Hamilton’s formulation replaces the velocity variables q̇n of Lagrange’s equa-
tions by the generalized momenta pn. This is achieved by a Legendre trans-
formation. The total differential of the Lagrangian is

dL =
N∑

n=1

∂L

∂qn
δqn +

∂L

∂q̇n
δq̇n

=
N∑

n=1

ṗn δqn + pn δq̇n

where we have used both (B.9.4) and (B.9.5) to replace the partial derivatives.
Defining a new function, the Hamiltonian, by
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H(q1 . . . qN , p1 . . . pN , t) :=
N∑

n=1

pn q̇n − L (B.9.6)

we find that H is, as advertised, a function of p and q only:

dH =
N∑

n=1

{−ṗn δqn + q̇n δpn} . (B.9.7)

The equations of motion take the form

q̇n =
∂H

∂pn
, ṗn = −∂H

∂qn
, n = 1 . . . N, (B.9.8)

so that Lagrange’s N second order equations (B.9.4) are replaced by the 2N
first order Hamilton’s equations (B.9.8).

The total time derivative of the Hamiltonian is

dH

dt
=
∂H

∂t
+

N∑
n=1

[
∂H

∂qn
q̇n +

∂H

∂pn
ṗn

]
and by substituting from (B.9.8) we see that

dH

dt
=
∂H

∂t

so that H is constant in time (and equal to the total energy of the system) if
it has no explicit time dependence, ∂H/∂t = 0.

The total time derivative of a function f(q, p, t) is given by

df

dt
:=
∂f

∂t
+

N∑
n=1

[
∂f

∂qn
q̇n +

∂f

∂pn
ṗn

]

=
∂f

∂t
+

N∑
n=1

[
∂f

∂qn

∂H

∂pn
− ∂f

∂pn

∂H

∂qn

]
=
∂f

∂t
+ [H, f ] (B.9.9)

where the second line uses Hamilton’s equations (B.9.8) and the third line
introduces the Poisson bracket of two expressions f, g

[f, g] :=
N∑

n=1

[
∂f

∂pn

∂g

∂qn
− ∂f

∂qn

∂g

∂pn

]
. (B.9.10)

In particular, we see that if f(q, p, t) is constant in time then

∂f

∂t
+ [H, f ] = 0
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and if also it does not depend explicitly on time, so that ∂f/∂t = 0, then also
its Poisson bracket with H, [H, f ] also vanishes.

In terms of the Hamiltonian, we see that the action can also be regarded
as a functional of the 2N variables p and q, so that

S[q, p] =
∫ t2

t1

N∑
n=1

pn dqn −H(q, p) dt (B.9.11)

If the endpoints (q(1), t1) and (q(2), t2) are fixed, then

δS =
∫ t2

t1

N∑
n=1

{
δpn

(
q̇n −

∂H

∂pn

)
+
(
pn
d{δqn}
dt

− ∂H

∂qn
δqn

)}
dt

Integrating the term in pn d{δqn}/dt by parts gives the variational derivatives

δS

δpn
= q̇n −

∂H

∂pn
,

δS

δqn
= −ṗn −

∂H

∂qn

so that we recover Hamilton’s equations when δS = 0.

B.9.3 Symmetries and conservation laws

The principle of least action selects the path along which the system evolves
as the member of a collection of paths that minimizes the action. We can
also fix one endpoint and consider the action along the true path as the other
endpoint is varied. Then if the Lagrangian L is a function of t as well as of
the generalized coordinates and velocities, we see from (B.9.3) that

δS =

[
N∑

n=1

∂L

∂qn
δqn

]t2

t1

+
∫ t2

t1

N∑
n=1

δS

δqn(t)
δqn(t) dt

The second term vanishes along the actual path, and we have agreed to set
δqt1 = 0. Using pn = ∂L/∂qn in the first term, and writing δqt2 = δq, we see
that

δS =
N∑

n=1

pnδqn,

from which we conclude that ∂S/∂qn = pn. In the same spirit, if we think of
S as a function of the coordinates and time at one endpoint, then the total
time derivative of the action satisfies

dS

dt
= L.

However, if we regard S as a function of the coordinates and time at the
endpoint, then
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dS

dt
=
∂S

∂t
+

N∑
n=1

∂S

∂qn
q̇n =

∂S

∂t
+

N∑
n=1

pnq̇n,

so that
∂S

∂t
= L−

N∑
n=1

pnq̇n = −H.

or, in differential form,

dS =
N∑

n=1

pn dqn −Hdt.

If we wish to regard S as a function of both coordinates and time at both
ends of the path, then we have

dS =

(
N∑

n=1

pn dqn −Hdt
)

2

−
(

N∑
n=1

pn dqn −Hdt
)

1

(B.9.12)

General properties of the motion represented by symmetries are often very
helpful in simplifying the problem of solving the equations of motion of a
system. If the equations of motion are invariant under some symmetry trans-
formation, then we may be able to use this fact to generate a whole family
of solutions if we know just one of them. Here we focus on a different aspect:
the conservation of quantities such as momentum and charge which emerge
from symmetry arguments. The method is applicable to systems with infinite
degrees of freedom as well as to the finite systems of this appendix.

We have already encountered one example of this. Suppose we have a
nonrelativistic particle moving in force field derived from a time-independent
potential. In this case, H = T + V , where T is the knetic energy and V is
the potential, does not depend explicitly on time, and so ∂H/∂t = 0. Hence
dH/dt = [H,H] = 0, so that the energy is conserved. Invariance of H under
time translation is at work here. Alternatively, we can compute the action
along the system path connecting (q(1), t1) to (q(2), t2). If the action is invari-
ant under time translation, we have

S(q(2), t2 + η; q(1), t1 + η) = S(q(2), t2; q(1), t1)

so that by (B.9.12)
∂S

∂t2
− ∂S

∂t1
= −H2 +H1 = 0.

Again, energy is conserved.
The same kind of argument works for other variations at the end-points.

If the action is invariant under a space translation in R3, q → q + a, (B.9.12)
gives immediately
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N∑

n=1

pn

)
1

=

(
N∑

n=1

pn

)
2

so that linear momentum of the system is conserved. Under an infinitesimal
rotation in R3 through an angle δθ about an axis n,

q → Rq := q + δθn× q

(B.9.12) gives (∑
n

pn · n× qn

)
1

=

(∑
n

pn · n× qn

)
2

,

so that if n is an arbitrary unit vector. we see that angular momentum is
conserved: (∑

n

pn × qn

)
1

=

(∑
n

pn × qn

)
2

,

B.10 Construction of E coefficients

General references [67], [68], [69]

The relativistic generalization of the McMurchie-Davidson algorithm of
§10.8.1 expresses charge density overlap components of §10.7 as a linear
combination of products of coefficients Eββ′

q (µν; k) with standard HGTF
H(pµν , rPµν

; k), enabling straightforward calculation of relativistic interac-
tion integrals. The effectiveness of this construction depends on evaluating
the expressions of §10.8.1 in terms of the nonrelativistic E-coefficients defined
in [67]. The E-coefficient algorithms of Saunders [68] involve many condi-
tional branches that render them inefficient, and the reformulation described
here [69] aims to remove the computational bottleneck to cope with the huge
numbers of coefficients needed in practical relativistic calculations.

B.10.1 E-coefficients through Cartesian intermediates

We first consider briefly the generation of E-coefficients using Cartesian Gaus-
sian intermediates (CGTF). This method starts by writing an SGTF as

S(a, r; ν) = r2n Ylm(r) exp(−ar2)

=
∑
k

sνk C(a, r; k) (B.10.1)

where k = (i, j, k) consists of non-negative integer triplets with i + j + k =
n + 2l, ν = (n, l,m) and the CGTF C(a, r; k) is a product of three one-
dimensional CGTF,
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C(a, r; k) = C(a, x; i)C(a, y; j)C(a, z; k) (B.10.2)

with
C(a, t; l) = tl exp(d− at2),

As in §10.7, a one-dimensional CGTF product can be expanded in a finite
series of one-dimensional HGTF, for example,

C(a, x−A; i)C(b, x−B; i′) (B.10.3)

= KAB

i+i′∑
s=0

e[A,B; p, P ; i, i′; s]H(p, x− P ; s)

where p = a+b, P = (aA+bB)/p, KAB = exp(−ab(A−B)2/p), and H(p, x−
P ; s) is defined as a one-dimensional version of (10.8.3):

H(p, x− P ; s) =
(
d

dP

)s

exp[−p(x− P )2].

The expansion (B.10.3) can be obtained, for example, by writing x − A =
(x − P ) + (P − A) and using Taylor’s theorem or elementary algebra. The
e-coefficients are non-zero on 0 ≤ s ≤ i + i′ where they satisfy a simple
recursion

e[A,B; p, P ; i+ 1, i′; s] =
1
2p
e[A,B; p, P ; i, i′; s− 1] (B.10.4)

+(P −A) e[A,B; p, P ; i, i′; s] + (s+ 1) e[A,B; p, P ; i, i′; s+ 1]

with the initial condition e[A,B; p, P ; 0, 0; 0] = 1. They are set zero when
s < 0 and s > i+i′. Similar equations can be written down for each coordinate
direction, and the definition (B.10.2) means that we can generalize (B.10.3)
to give

C(a,x−A; k)C(b,x−B; k′) (B.10.5)

= KAB

∑
s
EC [A,B; p,P ; k,k′; s]H(p,x− P ; s)

where P and KAB are now defined three-dimensionally as in (10.8.2) and
s runs over all points with integer-valued arguments in the range (0, 0, 0) to
(i+i′, j+j′, k+k′). The final assembly of the E-coefficients of (10.8.2) requires
the summation

E[ν; ν′; s] =
∑
k

∑
k′
sνk s

ν ′

k′ EC [A,B; p,P ; k,k′; s]. (B.10.6)

This method retains the computational simplicity of Cartesian Gaussians
which are so popular in quantum chemistry, as well as incorporating the vital
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transformation properties of spherical Gaussians. The small number of coef-
ficients sνk needed can be pre-computed and stored, and the other factors in
(B.10.6) are easy to generate. However, there are extensive cancellations in
the final sum, which limits the numerical accuracy with higher angular mo-
menta. This can be controlled by doing parts of the calculation using integer
arithmetic. All of this can be avoided by the method described in §B.10.2
below.

B.10.2 Recurrence relations for E-coefficients

The recurrence relations for E-coefficients presented by Saunders [68, §3.2] are
reproduced below, with corrections.10 The coefficients E[ν; ν′; s] are functions
of nine parameters, ν = (n, l,m), ν′ = (n′, l′,m′), and s = (s1, s2, s3). Only
one parameter changes in each recurrence relation and their statement can be
made more concise by defining only the active parameters in the equations
below. The initial condition is

E[0;0;0] = KAB (B.10.7)

There are three relations:
Rule 1: (l,m = ±l) → (l + 1,m = ±(l + 1))

E[ l + 1, l + 1; s] (B.10.8)

= (2l + 1)
{

1
2p
E[ l, l; s− e1] + (P1 −A1)E[l, l; s]

+(s1 + 1)E[ l, l; s + e1]}

+i (2l + 1)
{

1
2p
E[ l, l; s− e2] + (P2 −A2)E[l, l; s]

+(s2 + 1)E[ l, l; s + e2]}

E[l + 1,−l − 1; s] (B.10.9)

= (2l + 1)
{

1
2p
E[l,−l; s− e1] + (P1 −A1)E[l,−l; s]

+ (s1 + 1)E[l,−l; s + e1]}

−i (2l + 1)
{

1
2p
E[l,−l; s− e2] + (P2 −A2)E[l,−l; s]

+ (s2 + 1)E[l,−l; s + e2]}

Here e1 = (1, 0, 0), e2 = (0, 1, 0), e3 = (0, 0, 1), and s = (s1, s2, s3) ≡ (ρ.σ, τ).
Similarly P = (P1, P2, P3), A = (A1, A2, A3). Replace A by B to get the
relations for (l′,m′ = ±l′) → (l′ + 1,m′ = ±(l′ + 1)).
10 The notation is slightly different from that of [68]. The right-hand sides of equa-

tions (63), (64a,) and (64b) in [68] have each been multiplied by (2l + 1); this
factor originates from Equation (18a) of that paper.
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Rule 2: (l,m) → (l + 1,m). Λ = s1 + s2 + s3

E[ l + 1; , s] (B.10.10)

=
2l + 1

l − |m|+ 1

(
1
2p
E[ l; s− e3] + (P3 −A3)E[ l; s]

+(s3 + 1)E[ l; s− e3])

− l + |m|
l − |m|+ 1

{
3∑

i=1

(
1

(2p)2
E[ l − 1; s− 2ei]

+
(Pi −Ai)

p
E[ l − 1; s− ei]

)
+
(

(P −A)2 +
2Λ+ 3

2p

)
E[ l − 1; s− e3]

+2
3∑

i=1

(
(Pi −Ai)(si + 1)E[ l − 1; s + ei]

+ (si + 2)(si + 1)E[ l − 1; s + 2ei]
)}

Replace components of A by components of B for (l′,m′) → (l′ + 1,m′).
Rule 3: n→ n+ 1

E[n+ 1; s] (B.10.11)

=
3∑

i=1

{ 1
(2p)2

E[n; s− 2ei] +
1
p
(Pi −Ai)E[n; s− ei]

+ 2(Pi −Ai)(s1 + 1)E[n; s + ei]

+ (s1 + 2)(s1 + 1)E[n; s + 2ei]
}

+
(

(P −A)2 +
2Λ+ 3

2p

)
E[n; s]

Replace components of A by components of B for n′ → n′ + 1.

B.10.3 Implementation issues

The recurrence relations are quite complicated, and it is necessary to take
some care with the allocation of index variables to avoid multiply nested loops
and expensive conditional branches. Each polynomial index vector s locates
elements of a block, labelled by the other parameters, and is associated with an
unique pointer tuv. Each entry E[b; s] in block b = (ν,ν′), acts a seed variable
for accumulating contributions to a number of targets E [̃b; s̃] according to the
pseudo-code
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Table B.1. Table of weights W (b; s) and targets s̃

Blocks labelled b = (ν; ν′) with ν′ fixed

Rule 1: ν = (0, l,±l), ν̃ = (0, l + 1,±(l + 1))

s̃ W (l,±l; s)

s + e1 (2l + 1)/2p
s (2l + 1)(P1 −A1)
s − e1 (2l + 1)s1
s + e2 ±i(2l + 1)/2p
s ±i(2l + 1)(P2 −A2)
s − e) ±i(2l + 1)s2

Rule 2: ν = (0, l,m), ν̃ = (0, l + 1,m)

s̃ W (l,m; s), Λ = l + l′

s + e3 (2l + 1)/[2p(l − |m| + 1)]
s (2l + 1)(P1 −A1)/(l − |m| + 1)
s − e3 (2l + 1)s3/(l − |m| + 1)

Rule 2: ν = (0, l − 1,m), ν̃ = (0, l + 1,m)

s̃ W (l,m; s), Λ = l + l′ − 1, i = 1, 2, 3

s + 2ei −(l + |m|)/[(l − |m| + 1)(2p)2]
s + ei −(l + |m|)(Pi −Ai)/[(l − |m| + 1)2p ]
s −(l + |m|)[(P − A)2 + (2Λ+ 3)/2p ]/(l − |m| + 1)
s − ei −2(l + |m|)(Pi −Ai)si/(l − |m| + 1)
s − 2ei −(l + |m|)si(si − 1)/(l − |m| + 1)

Rule 3: ν = (n, l,m), ν̃ = (n+ 1, l.m)

s̃ W (n; s), Λ = 2(n+ n′) + l + l′, i = 1, 2, 3

s + 2ei 1/(2p )2

s + ei (Pi −Ai)/p
s (P − A)2 + (2Λ+ 3)/2p
s − ei 2(Pi −Ai)si

s − 2ei si(si − 1)

loop over seed indices s
compute target indices s′

begin loop over block index b

accumulate E [̃b; s̃] ← E[b; s′] +W (b; s)E[b; s]
end loop over b

end loop over s

W (b; s) is referred to as a weight. Each sum runs over a set
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TΛ = {s = (s1, s2, s3) |0 ≤ Λ = s1 + s2 + s3 ≤ Λmax} , (B.10.12)

with Λmax = max(2n + 2n′ + l + l′). Let Γ = s2 + s3. Then there are jΓ =
(Γ+1)(Γ+2)/2 and iΛ = (Λ+1)(Λ+2)(Λ+3)/6 points s for each permissible
value of Γ and Λ from which we get the unique pointer

tuv = iΛ − jΓ + s3 + 1. (B.10.13)

This scheme eliminates the need to trap target indices that are out of range,
a cause of major delays in other computational schemes. Rule 3, which signif-
icantly increases the dimension of the calculation, is not needed in nonrela-
tivistic quantum chemistry codes, which only make use of the n = 0 relations,
but n = 1 and n′ = 1 are required for the calculation of Eq-coefficients when
κ is positive. The overheads involved are relatively small as most of the Rule
3 weights can be pre-calculated and the extra coefficients can be calculated
on the fly with little extra cost.

The computational algorithm is

• Initialization: Compute the root seed E[0;0;0] = KAB , indices si(tuv), i =
1, 2, 3, and components of the vectors A,B and P .

• Stage 1: Generate E[(0, l, l);0; s] for 0 ≤ l ≤ lA on centre A with Rule 1.
• Stage 2: Generate E[(0, lA,m);0; s] for 0 ≤ m ≤ lA − 1 on centre A with

Rule 2.
• Stage 3: Generate E[(0, lA,m); (0, l′,±l′); s] for 0 ≤ l′ ≤ lB on centre B

with Rule 1.
• Stage 4: Generate E[(0, lA,m); (0, lB ,m′); s] for −(lB − 1) ≤ m′ ≤ lB − 1

on centre B with Rule 2.

At the end of this stage, we have all E[(0, lA,m); (0, lB ,m′); s] for 0 ≤ m ≤
lA and −lB ≤ m′ ≤ lB . The complex conjugation rule

E[(n, lA,−m); (n′, lB ,−m′); s] = E∗[(n, lA,m); (n′, lB ,m
′); s]

can then be used to obtain the coefficients with m < 0.
• Stage 5: The table is completed by inserting the normalization factors
slm from (10.6.4).

The Stage 1 outputs are stored sequentially in blocks of length il labelled by l,
keeping the real and imaginary parts separate using floating point arithmetic.
The final block gives seed values for the generation of functions centred on
B. The coefficients E[(0, l, l);0; s] for 0 ≤ l ≤ lA − 1 act as seed values for
Stage 2. The first cycle with Rule 2 omits all contributions for which any
indices s1, s2 or s3 vanish. The target outputs are transferred to a vector
containing E[(0, lA,m);0; s] with 0 ≤ m ≤ lA − 1, after which all other data
for this value of m can be discarded. The coefficients E[(0, lA, lA);0; s] were
calculated in Stage 1. These outputs are seeds for Stage 3 in which we
generate E[(0, lA,m); (0, l′,±l′); s] for fixed lA,m. Each block identified by
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lA and l′ is of length ilA+l′ independent of m,m′. These 2lB + 1 blocks, one
for each value of m′ are the first useful results that can be transferred to
final storage locations. Finally Stage 4 generates all the remaining values
with n = n′ = 0. This can be done as a two-dimensional recurrence with the
index b varying most rapidly and the second index is segmented in blocks
labelled by l. The relativistic coefficients Eββ′

q [µν; k] can now be generated
from (10.8.8)–(10.8.13) as required.
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Coulomb integrals, 537
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density matrices, 539
Fock equations, 539
S- and G-spinor integrals, 539

Fe XXIII EAL calculation
Breit and QED corrections, 423

Fe XXIII EAL calculation, 408
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integro-differential equations, 352

algorithms, 359
construction of potentials, 356

intercombination transitions in
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Koopmans’ and Brillouin’s theorems,
411

magnetic interactions
Eν(λ, λ′, k) coefficients, 643
interaction strengths, 643

radial Dirac operator matrix, 536
spinor basis sets, 536
states of jN , 651
states of lN , 654
two-body interaction strengths

Breit interaction, 647
Coulomb interaction, 644
Gaunt interaction, 645
Møller interaction, 645
transverse photon interaction, 646

X-ray lines of mercury, 430
Dirac-Hartree-Fock-Breit model for

molecules
Π−+

µν , Π
+−
µν matrices, 551

Dirac-Hartree-Fock-Breit model for
molecules, 543–578

BERTHA integral package, 561
charge-current density, 546, 547
density matrices, 543
electromagnetic moments, 553
Fock matrix, 543
Fock matrix and internal fields, 562
Fock matrix symmetries, 576
G-spinor products, 546
integral-direct evaluation, 575
Kramers’ pairs, 548

nonrelativistic E-coefficients, 546
nuclear attraction matrix, 552
radiative transition amplitudes, 555
SGTF products, 546
stepwise refinement, 577
use of internal fields, 564
use of level-shifting, 577

Double point groups, 717–722
TSYM package, 722

Eigenfunction expansions for radial
Dirac equation, 757–769

boundary conditions, 758–759
MIT bag model, 759
nucleus, 759
Pauli approximation, 759

characteristic function, 764
convergence, 766
fundamental lemma, 757
Green’s function, 762
Green’s function poles, 764
inhomogeneous BVP, 761
spectrum, 760

Electron repulsion integrals (ERI)
Eq coefficients, 547
Eq symmetries, 548
E and B fields, 554
Almlöf J-matrix, 559
auxiliary integrals over HGTF, 550
BERTHA integral package, 560
Coulomb and Breit integrals, 556
McMurchie-Davidson algorithm, 546

relativistic, 547
use of Roothaan’s bound, 574

Electron-electron interaction
Breit interaction, 226
Coulomb gauge, 225
Coulomb potential, 225
Feynman gauge, 222
Fock space, 362
Møller interaction, 224
off the energy shell, 227, 228
transverse photon interaction, 226

Feynman diagrams, 210–217
Feynman rules, 216
loops, 216
vacuum diagrams, 216
Wick’s theorems, 212
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Finite difference methods for Dirac
radial operators, 733

Finite difference methods for Dirac
radial operators, 756

Finite difference methods for Dirac
radial operators

discretization of 2-point BVP, 309
deferred correction, 744
difference corrections, 746–748
iterative processes, 742
nuclear boundary condition, 754
stepping algorithms, 748–751

midpoint rule, 741
tail procedure, 751, 753

Finite difference methods for Dirac
radial operators, 307–315

iterative refinement, 312, 755–756
linear multistep methods, 734
linear multistep methods

consistency, 735
Dahlquist theorem, 737
explicit and implicit, 736
local truncation error, 735
predictor-corrector, 738
stability, 735

local truncation error, 308
marching algorithm, 310
midpoint rule, 308
radial grid, 308
Rayleigh quotient, 314
tail procedure, 311

Finite element methods for Dirac radial
operators

Dirac operators, 319
MIT bag model, 321
Schrödinger operators, 318

Finite element methods for Dirac radial
operators, 315–321

B-splines, 316
variational formulation, 316

Generalized Laguerre polynomials, 728
Gerschgorin’s circle theorem, 729
Green’s functions, 108–119

Klein-Gordon equation, 112
Lippmann-Schwinger equation, 110
nonrelativistic free particle, 109, 111
relativistic free particle, 119

complete, 170

partial waves, 169
relativistic hydrogenic ions, 166–173

partial waves, 167
poles and branch points, 173
Wichmann-Kroll construction, 171
with angular parts, 169

Hamiltonian self-adjointness
Dirac operator, 261
Kato-Rellich Theorem, 262
Schrödinger operator, 260
with local potential

Dirac operators, 264
Schrödinger operators, 263
uncertainty principle lemma, 264

Hermite polynomials, 634
Hilbert space, 665–672

commuting operators, 671
completeness, 665
inner product, 665
linear operators

domain, range, norm, 665
resolvent, spectrum, 666
self-adjointness, 666–668

observables, 669–671
unitary and anti-unitary operators,

671–672
Hydrogenic atoms, 143–152

analytic solutions, 146
bound state normalizability, 143
bound state solutions, 148–150

energy levels, 149
normalization, 148
quantum number classification, 148
radial charge distributions, 149
radial moments, 〈(2Zr)s〉nκ, 150

boundary condition
r → ∞, 144
limit point/circle at origin, 145

charge conjugation, 146
charge distributions

Dirac, 13
Schrödinger, 13

continuum solutions, 151–152
asymptotic behaviour, 151
Coulomb phase shifts, 151
normalization, 152
progressive waves, 152
standing waves, 151
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negative energy states, 146
nonrelativistic limit, 173–177

Darwin term, 176
Douglas-Kroll, 175
effective Hamiltonians, 176
Foldy-Wouthuysen transformation,

175
mass-velocity term, 176
Pauli approximation, 173
regular approximations, 175
spin-orbit term, 176

Hyperfine interactions
relativistic many-electron theory, 461
relativistic one-electron theory, 459
restricted active space calculations,

462

Incomplete beta function, 540
continued fractions, 635
definition and symmetry, 635
recurrence relations, 636

Incomplete gamma function, 306
confluent hypergeomatric series, 635
continued fractions, 635

Interaction of photons and electrons,
200–205

charge conservation, 202
equal time commutation rules, 201
field equations, 201
Furry picture, 202, 203
interaction picture

perturbation series, 205
time-development operator, 204
time-ordered operators, 205

Lagrangian density, 201
Isotope shifts

mass polarization, 465
normal mass effect, 464
nuclear volume effect

Broch formula, 466
many-electron theory, 466

specific mass effect, 465
Iterative processes in nonlinear systems,

772
Iterative processes in nonlinear systems,

769

Klein-Gordon equation, 81–86
charged particles, 84

Foldy canonical form, 83
Green’s functions, 112
physical interpretation, 84
propagators, 116

Lagrangian and Hamiltonian methods
Hamilton’s equations, 773
Lagrange’s equations, 772
symmetries and conservation laws,

775
Lagrangian and Hamiltonian methods,

772–777
Laguerre polynomials, 633–634
Lie groups and Lie algebras, 673–682

Cartan-Weyl classification, 677
Casimir operators, 678
infinitesimal operators, 673
Kronecker products, 679
Lie algebras, 674
representations, 676
structure constants, 673
tensor operators, 681
Wigner-Eckart theorem, 681

Lorentz group, 66–73
Casimir operators, 71
classes L↑

+, L↑
−, L↓

−, L↓
+, 66

commutators, 71
infinitesimal generators, 70
inversions, 66
representations, 70
space and time reflections, 72
spinor representations, 67
transformations, 66

Lorentz transformation
infinitesimal, 124

Many-body perturbation theory,
232–238

and Hartree-Fock model, 235
computational methods, 238
Feynman diagrams, 237
for atoms and molecules, 236
Goldstone diagrams, 237
nonrelativistic MBPT, 233
particle-hole formalism, 236
relativistic, RMBPT, 238
wave operator, 234

Many-electron atoms, 19–40
central field model, 20
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closed/open shells, 21
configuration interaction, 22
determinantal wavefunctions, 21
indirect relativistic effects, 19
mean field models, 23
orbital angular momentum, 22
self-consistent fields, 23
spin angular momentum, 22
superposition of configurations, 22
total angular momentum, 22

Matrix elements of tensor operators,
327–346

Dirac Hamiltonian, 331
interaction strengths, 333–346
one-body even operators, 328
one-body odd operators, 330
one-body operators, 327
two-body operators

Møller interaction, 336
transverse photon interaction, 337

two-body operators, 333–346
Breit interaction, 339
Coulomb interaction, 333
Gaunt interaction, 335

Maxwell’s equations, 97–108
charged particle motion, 102
covariance, 97
dual field tensor, 98
energy density, 107
energy-momentum tensor, 105
field tensor, 98
four-current, 97
four-potential, 98
gauge invariance, 100
gauge transformations, 98
global conservation laws, 107
Green’s functions, 117
Lagrangian derivation, 99
local conservation laws, 104
Poynting vector, 107
symmetries, 104

MCDHF
-OL, -EOL, -AL, -EAL variants, 401
diagonal and off-diagonal energy

parameters, 410
electron correlation

complete active space (CAS)
methods, 425

restricted active space (RAS)
methods, 425

generalized occupation numbers, 400
GRASP code, 393
GRASP92 code, 425
Hamiltonian matrix, 398
integro-differential equations, 398
iteration algorithms, 416
Lagrange multipliers, 400
magnetic interactions, 418
mixing coefficients, 400
normal/specific mass corrections, 405
nuclear volume effect, 406
orbital rotation analysis, 412
radial equations, 401

initial orbital estimates, 406
radial grid specification, 403
single orbital improvement, 403

self-energy and vacuum polarization
corrections, 421

Molecular G-spinors
in terms of SGTF, 545
normalization, 545

Molecular structure
breakdown of nonrelativistic

classification, 590
Breit-Pauli Hamiltonian, 596
Breit-Pauli Haniltonian, 594

molecules with low-Z elements, 596
DHF/CI study of UF6, 620
double groups, 591
Fock matrix with internal fields, 566
internal multipole fields, 566
magnetic energy, 566
nonrelativistic Coulomb energy, 565
point groups, 587
relativistic Hamiltonian, 534
symmetry of diatomic molecules, 589
symmetry of polyatomic molecules,

591
symmetry orbitals in terms of

G-spinors, 588
Molecular structure with BERTHA

correlation calculations for H2O, 598
DHF/DHFB calculations for H2O,

597
electromagnetic properties

B-spinors, 602
g-tensors, 604
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gauge dependence, 601
magnetic hyperfine tensors, 606
NMR shielding constants, 610
Zeeman effect, 603

electronic structure of TlF, 614
electronic structure of YbF, 620
PT-violation in molecules with high-Z

elements, 613
relativistic PES for H2O, 599
vibration-rotation levels of H2O, 599

Multiconfiguration Dirac-Hartree-Fock
theory for molecules

density matrices, 579
orbital optimization, 578
orbital rotations, 581
simultaneous optimization of CI

coefficients and orbitals, 583
spinor interaction integrals, 580

One-electron atoms, 7–19
Bohr model, 8
Dirac energy spectrum, 17
Dirac’s wave equation, 11
negative energy spectrum, 17
Pauli approximation, 17
Schrödinger’s wave equation, 9
Sommerfeld model, 10
spin-orbit splitting, 17
stability of Dirac ground state, 18

Open shell atoms, 361–384
LS-coupling, 374
jj-coupling, 363–374

coefficients of fractional parentage,
370

double tensors, 366
Fock space operators, 364
parentage, 367
particle/hole states, 374
quasi-spin, 365
seniority, 365

atomic/configurational state
functions, 362

Periodic Table, 24
groups and periods, 24
HF/DHF comparisons, 24, 26–33
shell filling, 24, 35

Photo-ionization of atoms, 452–458
differential cross-section, 453

electric dipole, 455
electronic states, 452
photoelectron angular distribution,

457
photoelectron polarization, 457
relativistic R-matrix method, 493
RRPA method, 458

Poincaré group, 73–81
Casimir operators, 73
charge conjugation, 79
Foldy representation, 79
group algebra, 73
helicity, 75, 76
infinitesimal generators, 73, 125
intrinsic angular momentum/spin, 75
invariants, 129
irreducible representations, 125
mass representations, 76
representations, 75
space and time reflections, 77

Potential scattering, 152–160
nonrelativistic, 153
partial wave analysis, 155
relativistic, 155

differential cross section, 158
Mott’s derivation, 160
spin polarization, 158

Propagators, 208–217
Dirac free particle, 119
electron-positron, 209
Klein-Gordon equation, 114
photon, 117, 208–209

Quantization of the electron-positron
field, 189–196

charge conjugation, 195
Furry picture, 190
Furry picture, 189
propagators, 195

Quantization of the Maxwell field,
196–200

canonical variables, 197
commutators, 198
gauge constraints, 196
Gupta-Bleuler construction, 199
Lagrangian density, 197

Relativistic Eq coefficients, 777–783
CGTF recurrence, 777
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generalized McMurchie-Davidson
algorithm, 777

implementation, 780
SGTF recurrence, 779

Relativistic atomic and molecular
structure

approximate Hamiltonians, 243
Dirac-Hartree-Fock-(Breit) model,

244
Relativistic atomic and molecular

structure
Becke cell integration scheme, 570
CI and MCSCF, 244
density functional theories, 245
DHS/RLDA functionals, 572
exchange and correlation functionals,

249
Hohenberg-Kohn theorem, 247
optimized potential method, 252, 568
RDFT examples, 573
relativistic density functionals, 568,

570
relativistic Kohn-Sham equations,

248, 568
relativistic many-body theory, 244
variational collapse, 242

Relativistic atomic structure applica-
tions, 40–45

to astrophysics, plasma physics, 43
to atomic physics, 40
to plasma modelling, 44
to X-ray spectra, 41

Relativistic electron-atom scattering
S-, T - and K-matrices, 479
close-coupling method

collision strengths, 480
cross-sections, 480
truncation of expansion, 496

close-coupling method, 477
comparison of methods, 503
distorted wave approximation, 480
elastic collisions

differential cross-section, 472
electron polarization, 472
model potentials, 473
partial cross-sections, 477
phase-shifts, 475

elastic collisions, 471
high-Z atoms and ions, 504

polarized electrons, 510
polarized electrons on Cs, 511

Relativistic molecular structure, 45–54
BERTHA code, 52
bond lengths, 46
Breit-Pauli approximation, 50
chemical anomalies, 46, 47
direct/indirect relativistic effects, 46
effective Hamiltonians, 50
effective core potentials, 48
four component methods, 51
parity violation, 52
potential energy surfaces (PES), 54

Relativistic quantum defect theory,
161–166

threshold analysis, 164
Relativistic R-matrix method

Bloch operators, 483
Relativistic R-matrix method

bound states, 491
Buttle correction, 492
DARC package, 494
Dirac equation, finite interval, 481
inner region, 485
matching solutions, 489
outer region, 489
photo-ionization, 493
pseudo-states, 500
R-matrix construction, 488

Relativistic radiative transitions
atomic photo-ionization, 452–458
gauge dependence, 436
in C III, 449
in Fe XXIII, 443
in Lu and Lw, 451
many-electron atoms, 443
multipole radiation, 434
nonrelativistic limit, 441
one-electron transition rates, 439
one-electron transitions, 437
orbital relaxation, 444

use of biorthogonal orbital sets, 447
oscillator strengths, 439
radial integrals, 440
selection rules, 439

Relativistic random phase approxima-
tion (RRPA)

photo-excitation and photo-
ionization, 520
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Relativistic random phase approxima-
tion (RRPA), 513

gauge dependence, 519
multipole transitions, 518
photo-ionization at high Z, 523
radial equations, 516

S-matrix, 217
Second quantization, 181–189

Bose-Einstein case, 185
creation/destruction operators, 188,

189
Fermi-Dirac case, 188
Fock space, 188
nonrelativistic theory, 181–184

number operator, 184
symmetric operators, 189

Sobolev spaces, 722
Software for relativistic molecular

calculations, 662–663
Special relativity, 63–66

Lorentz transformation, 65
principles, 64
vectors/covectors, 63

Spherical Bessel functions, 142, 631–632
differential equations, 631
first,second and third kind, 631
recurrence relations, 631
Riccati-Bessel functions, 631
Wronskians, 631

Spherical Gaussians (SGTF), 544
Superheavy atoms, 18
Symbols:

(Ti,Mi) ≡ (jNi
i , νi, Ji,Mi), 381

(Λ1) × (Λ2), 679
(µ, β | σq | ν, β′), 551
(µ, β | σqxk | ν, β′), 553
(µ, β; ν,−β | kB(R) | σ, β′, τ,−β′),

556
(µβ, νβ | σβ′, τβ′), 556
(µν | στ)k, 539
(l || L || l′), (j || J || j′), 710
(l || (Ck × l)k || l′), 713
(Ck1 × Ck2)k, 713
Aαβ , 439
C, 628
DP

k , 546

E[µ; ν; k], Eβ,β′
q (µ, ν; k), 546, 777

Eν(λ, λ′, k), 642

F (θ, ϕ), f(θ), g(θ), 471
GL, 438
H(p, rP ; k), 546, 777
HD1, HD2, 594
HMV , 594
HSO1, HSO2, HSoO, 594
HSS , HOO, 594
I(A,B), F k(A,B), Gk(A,B), 535
I(AB), F k(AB),Gk(AB), 398
I(θ), S(θ), T (θ), U(θ), 471
I±

L , JL, 439
K, 134, 637
L(r), 483
Ml(a; k), 566
Rk(ω; abcd), 645
Rk

C(abcd), 644
Rν(abcd), Sν(abcd), 647
S(Λ), 123
S(a, rA;µ), 544
T,M , 381
T, T ∗, || T ||, D(T ), K(T ), R(T ), 665
T k−1,k+1,k(ω; abcd), 646
V ββ

µν (x), Aβ,−β
µν (x), 554

XK(ab; cd), 333
Xk(ABBA), 535
Xk

C(abcd), Xk
G(abcd), 644

X
(1ν)k
q (r), 642

XB(abcd), 647
XM1(ω; abcd), XM2(ω; abcd), 645
XT (ω; abcd), 646
[A,B] = AB −BA, 71
�, 627
Γjkj′ , 641
Λµ

ν , 65, 627
Πe(κ, κ′, k), 641
Πo(κ, κ′, k), 642
Πµ, 94
Θi, Θf,±k,m, Θ

(JMΠ)
m , 452, 477

H, (u, v), 665
χκ,m(θ, ϕ), 637
† (superscript), 67
δ±k, 452
εijk, εµνρσ, 74, 627
εAB , 400
η = sgn κ, 133
γµ, γ5, 628
κ, 133
λAB , 400
〈l || ∇ || l′〉, 713
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〈 −λ || X(1ν)k || λ′ 〉, 642
〈 j || Ck || j′ 〉,

〈 γlsj || Sk || γ′l′s′j′ 〉, 640
(a,A; k | b,B; k′) , [a,A; k | x − A],

550
⊕, 675
q(A), 400
∂µ, 627
ψ(x), ψ†(x), ψ(x) = ψ†(x)γ0), 125
ψ(x), ψ†(x), ψ(x) = ψ†(x)γ0, 362
ρac(r), ρo

ac(r), 644
σi, Pauli matrices, 629
σ0(θ), A1(θ), A2(θ), Ann(θ), 510
σr = σ · x/r , 134, 637
σi→f (E), Ωif (E), 480
∼, 79
�ββ

µν (x), j+−
µν (x), 545

P̂ (i), χ(Ŝ), 591
{A,B} = AB +BA, 68
{ j k j′ }, 641
{∅}, 667
ak(jm, j′m′), 641
a†

i , aj , 362
a†

m, ãm, 364
bk(jm, j′m′), 641
b k
κ,κ′ , 535
dL

αβ(TT ′), 443
dk(jm, j′m′), 640
drs, 400
fk

r (AB), gk
r (AB), trs(AB),

vk
rs(ABCD), 398

fαβ , 439
gµν , σµν , Σi, 628
gµν , g

µν , 65, 627
pµ, pµ, 627
tTT ′(αβ), vK

TT ′(αβγδ), v kτ
TT ′(ABCD),

384
v · w, 65, 627
vνk, wk, 646
xk(AB), yk(AB), xk(ABCD),

yk(ABCD), 400
xµ, xµ, 627
hββ′

κ , Jββ′
κ , Kββ′

κ , Bββ′
κ , 538, 543

Dββ′
κ , 538, 543

Me,m
LM (t)]αβ , 438

F
k
αβ , 388

G
K
αγ,βδ, 389

R
K(αγ, βδ)JM,J′M′ , 389

Ra(Θi, Φf ), 452
Rd(T, T ′), Re(T, T ′), 383
Rα,β(T ;T ′), 381
Rα(T, T̃ ), 388
Me,m

αβ (ω;GL), 439
Dj

m,σ, 452
sj(r), cj(r), e±

j (r), bj(r), 479
wjk(r), S(r), C(r), P (r), 489
Aq,j , 366
Eββ

µν (x), Bβ,−β
µν (x), 554

F k
q , 380

H, HT,T ′ , 384
K, S, T , 479
P , P ′, 471
Q, 364
R(E), 489
S × T , S ⊗ T , 711
Y

(λ)
JM (k̂), 519

Π+−
κ , 538, 543

σ · p, 136, 637
aκ, aκ†, 364
cΓ , 384
M [β, µ,x], gβ

µ(r), 536, 544
Pµ, Wµ, 124
Ylm(r), 544, 686

Variational collapse/finite basis set
disease, 242

Variational methods for Dirac operators
Gram (overlap) matrices, Sββ′

µν , 287
kinetic matrices, Πββ′

µν , 287
L-spinors

linear independence, completeness,
296

Variational methods for Dirac operators,
285–307

convergence criteria, 288
G-spinors

construction of
Πββ′

,Sββ′
and Uββ′

, 307
definition, 305
finite nuclei, 305
kinetic matching, 307

Galerkin equations, 287
L-spinors

and Coulomb eigenfunctions, 294
charge conjugation, 297
construction of

Πββ′
,Sββ′

and Uββ′
, 298
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definition, 293
differential equation, 294
kinetic matching, 294
numerical performance, hydrogenic

atoms, 299
orthogonality, 296
point nuclei, 293

matrix operator convergence, 290
Rayleigh quotient, 287
S-spinors

construction of
Πββ′

,Sββ′
and Uββ′

, 305
definition, 303
kinetic matching, 304
numerical performance, hydrogenic

atoms, 305
point nuclei, 303

spinor trial functions
asymptotics, 291
kinetic matching, 293
nonrelativistic limit, 291

spinor trial functions, 286, 290

Variational methods in quantum
mechanics

Rayleigh-Ritz method
convergence theorems, 279

Variational methods in quantum
mechanics, 274–307

HF and DHF equations, 275
Rayleigh-Ritz method

min-max theorems, 276
Rayleigh-Ritz method

Dirac equation, 275
Rayleigh-Ritz method, 274

Wavefunction
central field, 10
central field spinor, 11

Wick’s theorems, 206–208
contractions, 206
normal products, 206
time-ordered products, 207

X-ray spectra, Moseley’s Law, 9
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